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Abstract

Perceptual audio coders based on the Modulated Discrete Cosine Transform (MDCT)
and utilizing psychoacoustically based noise shaping for irrelevancy removal are widely
used today.

After giving an overview of algorithms of perceptual audio coders and current coding
standards, this thesis explores the possibilities to mix two audio streams based on the
MDCT without completely decoding the streams back into the time domain. For this
methods for adjusting block lengths of streams and mixing them together within the
MDCT domain are developed. The devised scheme is investigated in terms of latency,
computational complexity and effects on psychoacoustic processing.

As an example application a simple mixer for combining two Ogg Vorbis files with
fixed window lengths is developed in MATLAB.

Zusammenfassung

Wahrnehmungsangepasste Audiokompressionsverfahren basierend auf der Modulierten
Diskreten Cosinus Transformation (MDCT) sind seit geraumer Zeit etabliert und in
weiter Verwendung.

Nachdem ein Überblick über Algorithmen wahrnehmungsangepasster Audiokodierungsver-
fahren und aktueller Kodierungsstandards gegeben wird, untersucht diese Diplomarbeit
die Möglichkeiten, zwei Audioströme, die auf der MDCT basieren, zu mischen, ohne
sie komplett in die Zeitdomäne zu dekodieren. Dafür werden Algorithmen für die Än-
derung von Blocklängen der Ströme und deren anschließende Mischung in der MDCT
Domäne entwickelt. Diese werden in Hinsicht auf Latenzen, nötigen Rechenaufwand und
Auswirkungen auf die psychoakustische Verarbeitung untersucht.

Als Beispielandwendung wird ein simpler Mischer für die Zusammenführung zweier
mit Ogg Vorbis komprimierter Audiodateien mit fixen Blocklängen in MATLAB® im-
plementiert.
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I’d like to thank Prof. Robert Höldrich who encouraged me to finish this work and
my advisor, Prof. Winfried Ritsch for his support.

I further like to say a big thank to my sister Barbara, who has always been my best
friend and advisor and all of my friends, especially Werne and Dani, who nudged me
forward endlessly.



Contents

1. Introduction 1
1.1. Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Licensing and Patents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3. Structure of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2. Algorithms of Perceptual Audio Coders 3
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2. Generic Perceptual Audio Coding Architecture . . . . . . . . . . . . . . . 3
2.3. Psychoacoustic Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.3.1. Absolute Threshold of Hearing . . . . . . . . . . . . . . . . . . . . 5
2.3.2. Critical Bands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3.3. Masking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.4. Example of an Psychoacoustic Model . . . . . . . . . . . . . . . . . 11

2.4. Time-Frequency Transformation . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.1. Subband Filter Banks . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.2. MDCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.3. Wavelet Filter Banks . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.4. Linear Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5. Bit Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1. Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.2. Entropy Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6. Coding Standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6.1. MPEG 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6.2. MPEG 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6.3. MPEG 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6.4. AC3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.5. PAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.6. ATRAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.7. Ogg Vorbis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.7. Low Latency Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.1. Pre- and Post-Filter . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.2. Lossless Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.7.3. Entropy Coding of Prediction Errors . . . . . . . . . . . . . . . . . 31
2.7.4. Experimental Results and Conclusion . . . . . . . . . . . . . . . . 31

2.8. Quality Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

iv



Contents v

2.8.1. Subjective Quality Tests . . . . . . . . . . . . . . . . . . . . . . . . 32
2.8.2. Objective Quality Assessment with PEAQ . . . . . . . . . . . . . . 34

3. Mixing Two MDCT-Based Audio Streams 40
3.1. Basic Concepts of the MDCT . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2. Superposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3. Changing the Block Length . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1. Decimation in the MDCT Domain . . . . . . . . . . . . . . . . . . 41
3.3.2. Interpolation in the MDCT Domain . . . . . . . . . . . . . . . . . 42

3.4. Arbitrary Window Lengths and Positions . . . . . . . . . . . . . . . . . . 43
3.5. Computational Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6. Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.1. Comparison of Latency Between Direct Processing and Inverse/Forward
MDCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7. Effects on Psychoacoustic Processing . . . . . . . . . . . . . . . . . . . . . 50
3.8. MDCT Stream Mixing Strategies . . . . . . . . . . . . . . . . . . . . . . . 50

3.8.1. Identical Window lengths, no Window Switching . . . . . . . . . . 50
3.8.2. Different Window Lengths, no Window Switching . . . . . . . . . . 50
3.8.3. Window Switching on one Stream . . . . . . . . . . . . . . . . . . 51
3.8.4. Window Switching on both Streams . . . . . . . . . . . . . . . . . 51

4. Implementing a Vorbis File Mixer in MATLAB 52
4.1. File Mixer Parts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1.1. Decoder Part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2. Scaling and Interpolation/Decimation . . . . . . . . . . . . . . . . 53
4.1.3. Addition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.4. Psychoacoustic model . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.5. Encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.6. User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2. Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1. Vorbis Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.2. Vorbis Decimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5. Conclusions 59
5.1. Low Latency Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2. Low Bandwidth Applications . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3. Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

A. Test results for all test files 61
A.1. Test files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

B. Ogg Vorbis license 74



List of Tables

2.2. List of critical bands (from Zwicker[3]). . . . . . . . . . . . . . . . . . . . 7
2.3. ITU-R BS.1116-1 Grading Scale . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4. Comparison of Standardized Two-Channel Algorithms . . . . . . . . . . . 33
2.5. ITU-R BS.1534-1 Continuous Quality Scale. . . . . . . . . . . . . . . . . . 33

3.1. Comparison of the number of multiplications needed per target window. 45
3.2. Result table for interpolation. . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3. Result table for decimation. . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.1. Results for Vorbis interpolation with quality 0.2, threshold -40dB, bound-
ary blocks included . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.2. Results for Vorbis interpolation with quality 5.0, threshold -40dB, bound-
ary blocks included . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3. Results for Vorbis decimation with quality 0.2, threshold -40dB, boundary
blocks included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4. Results for Vorbis decimation with quality 0.5, threshold -40dB, boundary
blocks included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

A.1. Test signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
A.2. Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks

included . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
A.2. Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks

included (cont.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
A.3. Vorbis Interpolation for quality 0.5, threshold -40dB, boundary blocks

included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.3. Vorbis Interpolation for quality 0.5, threshold -40dB, boundary blocks

included (cont.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
A.4. Vorbis Decimation for quality 0.2, threshold -40dB, boundary blocks in-

cluded. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.4. Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks

included (cont.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
A.5. Vorbis Decimation for quality 0.5, threshold -40dB, boundary blocks in-

cluded. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
A.5. Vorbis Decimation for quality 0.5, threshold -40dB, boundary blocks in-

cluded (cont.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

vi



List of Figures

2.1. Generic perceptual audio encoder . . . . . . . . . . . . . . . . . . . . . . . 3
2.2. Absolute Threshold of Hearing . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3. The frequency-to-place Transformation along the basilar membrane . . . . 6
2.4. Threshold of noise between two masking tones . . . . . . . . . . . . . . . 6
2.5. ERB versus critical bandwith . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6. Masking patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.7. Asymmetry of masking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.8. Temporal Masking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.9. Critically sampled M-channel filter bank . . . . . . . . . . . . . . . . . . . 12
2.10. Frequency response of the oddly stacked M-channel filter bank . . . . . . 12
2.11. MDCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.12. Pre-echo example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.13. Window switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.14. Gain modification and TNS scheme . . . . . . . . . . . . . . . . . . . . . . 17
2.15. TNS example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.16. DWT and DWPT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.17. MPEG 1 encoder structure . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.18. MPEG-2/MPEG-4 AAC Encoder Block Diagram . . . . . . . . . . . . . . 23
2.19. MPEG-4 HILN Encoder Block Diagram . . . . . . . . . . . . . . . . . . . 26
2.20. AC3 encoder block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.21. PAC Encoder Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.22. ATRAC encoder block diagram . . . . . . . . . . . . . . . . . . . . . . . 28
2.23. Ogg Vorbis encoder blockdiagram . . . . . . . . . . . . . . . . . . . . . . 29
2.24. Low latency coding scheme [23] . . . . . . . . . . . . . . . . . . . . . . . 30
2.25. FFT based ear model and preprocessing of excitation patterns (after [28]) 36
2.26. Filter bank based ear model and preprocessing of excitation patterns(after

[28] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.27. High-level representation of the PEAQ model . . . . . . . . . . . . . . . . 38
2.28. Block diagram of the PEAQ advanced version . . . . . . . . . . . . . . . . 39

3.1. Block sequence for changing the block length in MDCT. In this example
the shorter block length is half the longer block length. . . . . . . . . . . 41

3.2. Single long window with short window sequence of all blocks that contain
data of the long window. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3. Two arbitrary sized and positioned windows. . . . . . . . . . . . . . . . . 44

vii



List of Figures viii

3.4. ODGs for different window length changes. . . . . . . . . . . . . . . . . . 48
3.5. Error signal for interpolation from 256 to 128 without boundary blocks

for a male speech signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6. Example of the built in synchronicity of AAC audio streams with short

blocks restricted to groups of eight. . . . . . . . . . . . . . . . . . . . . . 51

4.1. Block diagram for the MATLAB Vorbis file mixer. . . . . . . . . . . . . . 52
4.2. GUI for MATLAB Vorbis file mixer. . . . . . . . . . . . . . . . . . . . . . 55
4.3. Results for Vorbis interpolation with settings quality 0.2, threshold -40dB,

include boundary blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4. Results for Vorbis interpolation with settings quality 0.5, threshold -40dB,

include boundary blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5. Results for Vorbis decimation with settings quality 0.2, threshold -40dB,

include boundary blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.6. Results for Vorbis decimation with settings quality 0.5, threshold -40dB,

include boundary blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

A.1. Test results for MDCT interpolation . . . . . . . . . . . . . . . . . . . . . 62
A.1. Test results for MDCT interpolation (cont.). . . . . . . . . . . . . . . . . . 63
A.2. Test results for MDCT decimation. . . . . . . . . . . . . . . . . . . . . . . 64
A.2. Test results for MDCT decimation (cont.). . . . . . . . . . . . . . . . . . . 65



1. Introduction

Perceptual audio coders gained much interest since their gestation in the early 90’s. They
are widely used in audio applications that use the Internet, where bandwidth limitation
is still an issue. A lot of the audio codecs in use, especially the ISO MPEG audio coding
standards (the ubiquitous ”MP3”, in reality MPEG 1 Layer III, being one of them) are
based on the Modulated Discrete Cosine Transform (MDCT).

1.1. Latency

For most applications where perceptual coded audio is used today, latency is not much
of an issue, so its no problem to buffer much data and completely decode it into the time
domain before it is further processed and/or played.

But there are several possible applications where latency is an issue, be it two way
communication, musicians in different places performing together, or digital wireless
applications like wireless microphone systems where the signal is encoded inside the
microphone and the coded signal transmitted wireless to an receiver/mixer.

For this applications latency has to be very small, so one has to try to minimize this
latency and possible processing time by decoding the signal not completely into the time
domain, do the processing and reencode but decode only as far as needed to do the
processing.

This thesis tries to achieve this by deriving algorithms to process the audio data within
the MDCT domain with the focus on mixing audio streams based on MDCT coding.

1.2. Licensing and Patents

Although it is clear that coding standards developed an patented by single companies
(like Dolby Digital or Sony ATRAC) can only be used after paying license fees, also
the ISO MPEG audio coding standards can only be used after paying license fees since
most algorithms incorporated into this standards were patented and contributed by com-
mercial companies which have naturally an interest in generating revenues out of their
developments. The only royalty free usage is allowed for the non-commercial distribution
of coded audio material.

On the other hand the Open Source and Free Software concepts have also inspired
the development of audio coding algorithms free of license fees, the most prominent is
possibly Ogg Vorbis[1], which was chosen for an example implementation of the developed
algorithms in this thesis. The decision was made because all encoding and decoding
algorithms are available as source code and the BSD-style license allows to use and

1



1. Introduction 2

modify this algorithms not only for other open source projects (as would be forced by
e.g. the GPL license) but also in proprietary, closed source and commercial applications
without any license fees.

1.3. Structure of this Thesis

Chapter 2 gives an overview on algorithms of perceptual audio coders, excisting audio
coders and quality assessment of audio signals.

Chapter 3 derives the algorithms for mixing MDCT based audio streams, and in-
vestigates them in terms of latency, computational complexity and influence on the
psychoacoustic model for reencoding.

Chapter 4 gives an overview of the implemented example application ”Vorbis file mixer
for MATLAB” and its evaluation.

Chapter 5 provides a conclusion of the work done.



2. Algorithms of Perceptual Audio
Coders[2]

2.1. Introduction

Audio coding or audio compression algorithms are used to obtain compact digital repre-
sentations of high-fidelity(wideband) audio signals for the purpose of efficient transmis-
sion or storage. The central objective in audio coding is to represent the signal with a
minimum number of bits while achieving transparent signal reproduction, i.e., generating
output audio that cannot be distinguished from the original input, even by a sensitive
listener (“golden ears”)[2].

The data rates of first generation (CD,DAT) digital audio, though providing high-
fidelity, dynamic range and robustness, exceeded and still mostly exceed the available
band-widths of network and wireless multimedia digital audio systems. Due to this
constraints, during the last two decades considerable research was carried toward formu-
lation of compression schemes that can satisfy simultaneously the conflicting demands
of high compression ratios and transparent reproduction quality for high fidelity audio
signals, leading to several standards.

2.2. Generic Perceptual Audio Coding Architecture

to chan.

Bit Allocation

s(n)
Params. Params.

Side Info

Quantization
and
Encoding

Entropy
(Losless)
Coding M

U
X

Analysis
Psychacoustic

Time/Frequency
Analysis

Masking
Thresholds

Figure 2.1.: Generic perceptual audio encoder

This chapter considers several classes of analysis-synthesis data compression algo-
rithms, including those that manipulate transform components, time-domain sequences
from critically sampled banks of bandpass filters, sinusoidal signal components, linear
predictive coding (LPC) model parameters, or some hybrid parameters. Within each
algorithm class, either lossless or lossy compression is possible.

Before considering different classes of audio coding algorithms, we note the architec-
tural similarities that characterize most perceptual audio coders. The lossy compression

3



2. Algorithms of Perceptual Audio Coders 4

systems described in this chapter achieve coding gain by exploiting both perceptual irrel-
evancies and statistical redundancies. Most of these algorithms are based on the generic
architecture shown in Fig. 2.1. The coders typically segment input signals into quasis-
tationary frames ranging from 2 to 50ms in duration. Then, a time-frequency analysis
section estimates the temporal and spectral components on each frame. Often the time-
frequency mapping is matched to the analysis properties of the human auditory system,
although this is not always the case. The objective is to extract from the input audio a
set of time-frequency parameters that is amenable to quantization and encoding in ac-
cordance with a perceptual distortion metric. Depending on overall system objectivities
and design philosophy, the time-frequency analysis section might contain a:

� unitary transform;

� time-invariant bank of critically sampled, uniform, or nonuniform bandpass filters;

� time-varying (signal-adaptive) bank of critically sampled, uniform, or nonuniform
bandpass filters;

� harmonic/sinusoidal analyzer;

� source-system analysis (LPC/multipulse excitation);

� hybrid transform/filter bank/sinusoidal/LPC signal analyzer.

The choice of the time-frequency analysis section always includes a fundamental trade-
off between time and frequency resolution.

The psychoacoustic model (see 2.3) delivers masking thresholds so that the time-
frequency parameters can be quantized without audible artifacts.

The quantized parameters can be further compressed by removing further redundan-
cies trough lossless coding (e.g. Huffmann or arithmetic coding).

2.3. Psychoacoustic principles[3]

Most modern audio coders use psychacoustic effects to remove irrelevant signal informa-
tion, that can’t even be detected by a trained listener, to achieve greater compression
ratios. This information is identified through applying psychoacoustic principles, in-
cluding absolute threshold of hearing, temporal and simultaneous masking, critical band
analysis and the spread of masking to the signal.

Before going into detail it is necessary to define the sound pressure level (SPL). The
SPL gives the level (intensity) of sound pressure of an acoustical stimulus in decibel (dB)
relative to an internationally defined reference level,

LSPL = 20log10(p/p0) (2.1)
p0 = 20 · 10−5Pa
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2.3.1. Absolute Threshold of Hearing

The absolute threshold of hearing in quiet indicates the minimum sound pressure level
a pure tone must have to be heard by an average listener in an otherwise quiet sour-
rounding. It is easily obtained in listening tests and averaged over a large number of test
persons. It is dependent on the frequency, as can be seen in figure 2.2. The threshold is
well approximated by the nonlinear function

Tq(f) = 3.64(f/1000)−0.8 − 6.5e−0.6(f/1000−3.3)2 + 10−3(f/1000)4dB, (2.2)

where f is expressed in Hz.
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Figure 2.2.: Absolute Threshold of Hearing

The problem of applying the absolute threshold of hearing to audio coding is that the
actual playback level is not known beforehand, so in coding systems the lowest point
(near 4kHz) is referenced to the energy in ±1 bit of signal amplitude.

2.3.2. Critical Bands

Normally, audio signals are spectrally complex and time variant, so the actual detec-
tion threshold is a time-varying function of the input signal. In order to estimate this
threshold, we have to understand how the auditory system performs spectral analysis.
A frequency-to-place transformation occurs along the basilar membrane (fig. 2.3) in the
inner ear (cochlea).

Each point at the basilar membrane is associated with a certain frequency, its char-
acteristic frequency, so that a travelling wave coming from the oval window with that
frequency reaches its maximum amplitude at this point of the membrane. As a result
of this frequency-to-place transformation the cochlea can be seen as a bank of highly
overlapping bandpass filters. The bandwidth of one of this filters is called the critical
bandwidth and is a nonlinear function of the frequency. It can be assumed that for the
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Figure 2.3.: The frequency-to-place transformation along the basilar membrane (from[3])

perception of an audio event mainly stimuli within a critical band are taken into consid-
eration. A typical example and also a method to measure the critical bandwidth is the
threshold of hearing of a narrowband noise between two tones of equal level (fig. 2.4).

As long as the two masking tones are within the critical band, the threshold is in-
dependent of the frequency separation of the two tones and starts decreasing beyond
critical bandwith.

Figure 2.4.: The threshold of a narrow-band noise centred between two masking tone
of equal level as a function of the frequency separation of the two tones
(from[3])

The critical bandwidth tends to remain constant for frequencies under 500Hz and
increases to approximately 20% the center frequency above 500Hz, a useful analytical
expression is

∆fG/Hz = 25 + 75(1 + 1.4(f/kHz)2)0.69 (2.3)

It is also useful to divide the audible frequency range up to 16kHz into 24 critical bands
(table 2.2), for this filter bank the so called critical-band rate scale is defined so that the
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distance of one critical band is one “Bark” and can be expressed as

z/Bark = 13arctan(0.76f/kHz) + 3.5arctan(f/7.5kHz)2. (2.4)

Critical Band Lower Freq. Center Freq. Upper Freq. Bandwith
Number Hz Hz Hz Hz

1 0 50 100 100
2 100 150 200 100
3 200 250 300 100
4 300 350 400 100
5 400 450 510 110
6 510 570 630 120
7 630 700 770 140
8 770 840 920 150
9 920 1000 1080 160
10 1080 1170 1270 190
11 1270 1370 1480 210
12 1480 1600 1720 240
13 1720 1850 2000 280
14 2000 2150 2320 320
15 2320 2500 2700 380
16 2700 2900 3150 450
17 3150 3400 3700 550
18 3700 4000 4400 700
19 4400 4800 5300 900
20 5300 5800 6400 1100
21 6400 7000 7700 1300
22 7700 8500 9500 1800
23 9500 10500 12000 2500
24 12000 13500 15500 3500
25 15500 19500

Table 2.2.: List of critical bands (from Zwicker[3]).

Another possible measure of the perceptual frequency of the ear is the equivalent
rectangular bandwidth (ERB), which comes from research on auditory filter shapes. The
ERB of a filter corresponds to the the bandwith of a rectangular filter which has the
same peak transmission and passes the same power given a white noise input as the
corresponding auditory filter. The ERB scale can be expressed as

ERB(f) = 24.7(4370f + 1) (2.5)

When the Bark and the ERB scale are compared (fig. 2.5) it can be seen that the
ERB bandwith decreases below 500Hz, while the critical bandwith remains flat, which
has implications on the optimal filter bank design and perceptual bit allocation strategies.
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Figure 2.5.: ERB versus critical bandwith as a function of the center frequency

The frequency resolution of the auditory filter bank largely determines which portions
of a audio signal are perceptually irrelevant. The time-frequency analysis in the auditory
system results in simultaneous and nonsimultaneous masking effects that are used by
modern audio coders to shape the quantization noise spectrum.

2.3.3. Masking

Masking is a process where one sound cannot be heard because of the presence of another
sound, that means the threshold of hearing is increased in comparison to the threshold of
hearing in quiet. The stronger signal normally is called the masker whereas the inaudible
signal is called maskee. Masking effects can either be categorized as simultaneous, when
both masker and maskee are presented at the same time or nonsimultaneous, when a
time offset occurs between the two stimuli.

2.3.3.1. Simultaneous Masking

Simultaneous masking is the more important phenomenon, since it produces the largest
amount of masking. In a frequency domain view, the spectral shape of the stimuli
determine the masking threshold, in a time-domain view phase relationships are also
significant.

An explanation for the masking effect is that a strong signal creates such an excitation
on the basilar membrane in a specific critical band that weaker signals are suppressed.

Normally spectrally complex masking patterns occur in a real audio signal, but for the
shaping of the coding distortions it is convenient to look at three basic masking types,
noise masking tone, tone masking noise, and noise masking noise.

Noise masking Tone In the NMT scenario a narrow-band noise (i.e. with critical
bandwidth), masks a tone within the same critical band. The hearing threshold for the
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tone is related to the intensity and, to a lesser extent, to the center frequency of the
masking noise. The minimum signal-to-mask-ratio SMR, which is the level difference
between the masking noise and the threshold, occurs when the probe tone frequency
equals the center frequency of the masking tone. For the example in fig 2.7 (a), the SMR
is 4dB. Masking power decreases, and SMR increases, when the probe tone frequency is
above or below the center frequency.

Tone masking Noise In the case of TMN a pure tone occurring at the center of a
critical band masks noise of any subcritical bandwith or shape, as long as the noise
spectrum is below a threshold determined by the level and the frequency of the masking
tone. The minimum SMR lies between 21 and 28 dB (see fig. 2.7 (b)). As with the
NMT, the TNM masking power decreases for critical bandwith noises centered below or
above the frequency of the masking tone.

(a) Noise masking Tone (b) Tone masking Noise

Figure 2.6.: Masking patterns of noise masking tone and tone masking tone (from[3])

Asymmetry of Masking Fig. 2.7 clearly shows that the SMR of NMT and TMN
differ greatly. Tonal maskers yield a greater SMR than noise maskers, that means noise
masking is more effective than tonal masking.

Masking Patterns Fig. 2.6 shows examples of masking patterns for tone masking
tone and noise masking tone for different masker levels at a specific frequency. For
tone masking tone the slope towards lower frequencies becomes less steep for lower
masker intensities, while the slope towards higher frequencies becomes less steep for
higher masker intensities.

With a small band noise as masker, the slope towards lower frequencies remains nearly
independent of the masker level, while the slope towards higher frequencies shows a
similar behavior as with tonal maskers.
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Figure 2.7.: Example to illustrate the asymmetry of masking

2.3.3.2. Temporal Masking

Masking not only happens when masker and maskee are presented simultaneously, but
also extends in time. As it can be seen in fig. 2.8, sounds are masked after the masker is
removed, and, which is at first surprising, even before the onset of the masker. The first
case, called postmasking, corresponds to a decay in the effect of the masker and is more
or less expected. The second case, premasking, does not mean that the ear can hear
into the future, but can be explained by different build up times for sensations in the
auditory system, where louder stimuli have a faster build up time than fainter sounds.

The duration for premasking is about 20ms, for postmasking it is dependent on the
level of the masker and can excess 100ms.

Tonal masking is not incorporated into psychacoustic models of actual coding stan-
dards, but only in experimental coders and in the psychoacoustic model of the PEAQ
standard for objective assessment of audio quality (see section 2.8.2).

Figure 2.8.: Temporal Masking (from[3])
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2.3.4. Example of an Psychoacoustic Model (MPEG-1 Psychoacoustical
model 1)

The calculation of the signal-to-mask-ratio needed for the bit allocation is computed
based on the following steps [4]:

1. Calculation of the FFT for time to frequency conversion

2. Determination of the sound pressure level in each subband

3. Determination of the threshold in quiet (absolute threshold)

4. Finding of the tonal (more sinusoid-like) and non-tonal (more noise-like) compo-
nents of the audio signal

5. Decimation of the maskers, to obtain only the relevant maskers

6. Calculation of the individual masking thresholds

7. Determination of the global masking threshold

8. Determination of the minimal masking threshold in each subband

9. Calculation of the signal-to-mask-ratio in each subband

2.4. Time-Frequency Transformation

The basic idea in time-frequency transformation is to reduce the amount of data needed
to reproduce the audio signal. Consider the simple example of a sine wave. Its represen-
tation in the frequency domain is fully described by three parameters, frequency, phase
and amplitude while for the same sine wave a huge amount of data in the time domain
is needed.

While real audio signals are not that simple, they can be considered as quasi-stationary
and they can be modelled by using short-time spectrum analysis.

Once the signal is represented in the time-frequency domain, the number of bits used to
encode each frequency component can be adjusted by removing redundant information.

Using the psychoacoustic principles from the preceding section, the data in the fre-
quency domain can be further compressed by removing irrelevant information (i.e. in-
formation lost in the auditory system).

Although for early coders the distinction between transform coders using unitary trans-
forms like DFT and DCT and subband coders using e.g. tree structured QMF filter
banks was appropriate, modern coders using either PQMF filer banks with a relatively
low number of bands (e.g. 32) or MDCT filter banks with high resolution (up to 2048
bands). Confusion comes from the fact that the MDCT is normally implemented with
algorithms that use fast transforms, but are in fact mathematically equal to subband
coders, as was developed by Malvar[5].



2. Algorithms of Perceptual Audio Coders 12

2.4.1. Subband Filter Banks

Fig. 2.9 shows the structure of a filterbank containing L subbands. In each subband, the
input signal is first filtered with the analysis filter F and then decimated by the factor
M, that means only every M-th sample is taken from the filter output. If the decimation
factor M equals the number of subbands, the filter bank is called critically sampled or
maximally decimated, meaning that the number of subband samples equals the number
of input samples.

M

M M

M

M

F    (z)M−1

X  (m)0
^

X  (m)0
^

M−1X      (m)

X  (m)1

X  (m)0

x(n)^

PROCESSING

x(n)
MH (z)0

F (z)H (z)

H    (z)M−1

1

F (z)0

1

^
M−1X      (m)

Figure 2.9.: Critically sampled M-channel filter bank

Figure 2.10.: Frequency response of the oddly stacked M-channel filter bank (from [2])

One goal in designing the filter bank is to obtain good signal reconstruction, so that if
the subband samples are not modified, i.e. X̂k(m) = Xk(m), then the output signal x̂(n)
should approximate x(n−D), where D is the processing delay. To obtain the necessary
condition on the filter responses for signal reconstruction, lets start by noting that the
output of the k-th analysis filter is given by [5]

Xk(m) =
∞∑

n=−∞
x(n)hk(mM − n) (2.6)

where hk(n) is the impulse response of the kth analysis filter. The reconstructed signal
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can be written as a function of the processed subband signals as

x̂(n) =
M−1∑
k=0

∞∑
m=−∞

X̂k(m)fk(n−mM) (2.7)

where fk(n) is the impulse response of the kth synthesis filter. When we do not modify
the subband signals, we have X̂k(m) = Xk(m),∀k. Then 2.6 can be substituted into 2.7,
with the result

x̂(n) =
∞∑

l=−∞
x(l)hT (n, l) (2.8)

where the time-varying impulse response of the total system is given by

hT (n, l) =
M−1∑
k=0

∞∑
m=−∞

fk(n−mM)hk(mM − l) (2.9)

We can obtain perfect reconstruction (PR), if and only if hT (n, l) = δ(n− l−D), that is
M−1∑
k=0

∞∑
m=−∞

fk(n−mM)hk(mM − l) = δ(n− l −D) (2.10)

where D is just a delay, which must be included if we want the analysis and synthesis
filters to be causal. One approach to design such filters is described in the following.

For M = 2, the z-Transform of the output of the synthesis filters is [6]

X̂(z) =
1
2

[H0(z)F0(z) + H1(z)F1(z)]X(z) +
1
2

[H0(−z)F0(z) + H1(−z)F1(z)]X(−z)
(2.11)

The aliasing component X(−z) can be cancelled with the following choice for the syn-
thesis filter

H1(z) = −H0(−z), F0(z) = −H1(−z), F1(z) = H0(−z) (2.12)

Filters satisfying 2.12 are called quadrature mirror filters.
With the restriction in 2.12, and the output signal being a delayed copy of the input

signal, we get
H2

0 (z)−H2
0 (−z) = 2z−D (2.13)

However, no practicable filters satisfy the perfect reconstruction constraints, but it is
possible to derive filters that reasonably well approximate the QMF PR requirement.

In general, in audio coding we are interested in filter banks with a number of subbands
M >> 2. For this case a class of filters called pseudo-quadrature mirror filters (PQMF)
exists. A structure used in the MPEG-1 audio coding scheme [4] uses subband filters
which are a modulated version of a single low-pass filter with bandwidth fs/N

hk(n) = h(n)cos[
π

M

[
(k +

1
2
)(n− L− 1

2
)

π

M
+ φk

]
(2.14)

where N is the number of frequency channels and L is the length of the filters hk. The
reconstruction filters can be derived from the analysis filter as follows

hk(n) = gk(L− 1− n). (2.15)
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Figure 2.11.: MDCT

2.4.2. MDCT

The MDCT is based on time domain aliasing cancellation (TDAC) and was first de-
veloped by Princen and Bradley[7] independently from the development of PQFM filter
banks, but Malvar[5] later unified both approaches in the frame of the lapped orthogonal
transform LOT.

For the MDCT (or modulated lapped transform MLT), the length L of the filters
is constrained to be equal to twice the number of subbands, i.e. L = 2M .The filter
responses can be put in the modulated form of 2.14. For the MDCT, every M samples a
part of the signal with length 2M is taken and transformed, giving M subband samples,
meaning that the MDCT is critically sampled. For the inverse MDCT the 2M time
samples are added in an overlap-add process (see Fig. 2.11(a)) to reconstruct the signal.
The analysis window (impulse response of the prototype filter) and the synthesis window
are identical, so the constraints for perfect reconstruction are [8]

h(k) = h(2N − 1− k) (2.16)
h2(k) + h2(k + N) = 1 (2.17)

A window fullfilling this constraints is the sine window

h(n) = sin
[
(n +

1
2
)

π

2M

]
(2.18)

which is widely used in audio coding. The forward MDCT is defined as

X(k) =
M−1∑
n=0

x(n)pn,k (2.19)
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for k = 0, 1, · · · ,M − 1 where

pn,k = h(n)
√

2
M

cos
[
(2n + M + 1)(2k + 1)π

4M

]
. (2.20)

To recover x(n), one requires not only X(k) for the current block, but also the previous
block XP (k) (see. Fig. 2.11). Then

x(n) =
M−1∑
k=0

[
X(k)pn,k + XP (k)pn+M,k

]
. (2.21)

For M a power of 2, fast implementations for computing the direct and inverse MDCT
utilizing fast block transforms exist.

A summary of the main properties of the MDCT is [8]

� MDCT is not an orthogonal transform, perfect reconstruction can only be achieved
in the overlap-add process

� If the frequency component of a signal and the basis function pn,k of the MDCT
with the same frequency are 90 out of phase, the resulting MDCT transfer compo-
nent is zero. That means that the MDCT does not fulfill Parseval’s theorem, i.e.
the time domain energy is not equal to the frequency domain energy.

� Nevertheless, on average, MDCT, similar to such orthogonal transforms as DFT,
DCT, DST, etc. possesses energy compaction capability and acceptable Fourier
spectrum analysis.

Perfect reconstruction is lost when the subband signals are altered, so the prototype
filter (window) should be designed such that there is low frequency aliasing between the
subbands, i.e. the subband filters have good stopband attenuation.

2.4.2.1. Pre-Echo Distortion

When coders use perceptual coding rules, an artifact known as pre-echo distortion can
arise. Pre-echoes occur when a signal with a sharp attack begins near the end of a
transform block following a region of low energy. This situation can arise when coding
recordings of percussive instrument, for example the castanets (see Fig. 2.12). For a
block-based algorithm, when quantization is performed to satisfy the masking thresholds
from the psychoacoustic model, time-frequency uncertainty causes the inverse transform
to spread the quantization noise evenly troughout the reconstructed block (see Fig.
2.12(b)).

This results in unmasked distortion throughout the low-energy region preceding the
signal attack at the decoder. Different strategies exist to reduce this pre-echo distortions.

Bit Reservoir Although most coders have a fixed bit rate, the instantenous bit rate
required to satisfy masked thresholds on each frame are different. So bits not needed for
frames with low demand are added to a bit reservoir which can be used for frames with
higher demand.
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(a) (b)

Figure 2.12.: Pre-echo example: (a) uncoded castanets and (b) transform coded cas-
tanets, 2048 block size

Window Switching A sufficiently short window length reduces the pre-echo distortion,
so coders use a long window for stationary segments while switching to a shorter window
for transients. This minimizes the spread of quantization noise in time, so that temporal
pre-masking effects may make it inaudible. To use window switching in MDCT-based
coders, transition windows (see Fig. 2.13 (a)) have to be introduced. Shlien [9] has shown
that the constraints for PR windows can be relaxed to allow for transient windows with
PR reconstruction on the trade-off of poor time and frequency localization properties.

Hybrid, Switched Filter Banks In contrast to window switching schemes, the hybrid
and switched filter banks build upon distinct filter bank modes. In hybrid filter banks,
compatible filter banks are cascaded to achieve the time-frequency tiling best suited to
the current input signal. In switched filter banks, hard switching decisions are made to
select a single monolithic filter bank.

Gain Modification The gain modification smoothes transient peaks in the time-domain
prior to spectral analysis. The time-varying gain and the modification time interval are
transmitted as side information, and inverse operation are performed at the decoder to
recover the original signal. This method has also caveats, because gain modification
distorts the spectral analysis window which can lead to broadening of the filter banks
responses at low frequencies beyond critical bandwidth.

Temporal Noise shaping (TNS) Temporal Noise shaping [10] is a frequency-domain
method that operates on the spectral coefficients X(k) generated by the analysis filter
bank. The idea is to apply linear prediction LP (see section 2.4.4) across frequency
(rather than time), since for an impulsive time signal, frequency-domain coding is max-
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(a) (b)

Figure 2.13.: Window switching: (a) Introduction of a transient window (center) to
switch between two window lengths (from [9])(b) example window switch-
ing scheme ( MPEG-1, Layer III) (from [9])

(a) (b)

Figure 2.14.: (a) gain modification and (b) TNS scheme (from [2]
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imized using prediction techniques. The parameters of a spectral LP synthesis filter are
estimated via application of standard minimum MSE estimation methods.

The resulting prediction residual e(k) is quantized and encoded using standard per-
ceptual encoding, the prediction coefficients are transmitted as side information. The
convolution operation associated with spectral domain prediction is associated with mul-
tiplication in time. Analogous to the source-system separation realized by LP analysis
in the time-domain, TNS separates the time-domain waveform into an envelope and
temporally flat ”excitation”. Then, because quantization noise is added to the flat-
tened residual, the time-domain multiplicative envelope corresponding to A(z) shapes
the quantization noise such that it follows the original signal envelope (see Fig. 2.15).

(a) (b)

Figure 2.15.: TNS example showing quantization noise and the input signal energy en-
velope for castanets:(a) without TNS (b) with TNS (from [2]

2.4.3. Wavelet Filter Banks [11]

Other than the previous described subband filter banks, which have a fixed bandwith
of the subband filters, in wavelet decomposition the relative bandwith stays constant
for the subband filters. This offers a flexible time-frequency tiling so that it is possible,
for example, to approximate the critical bands. As Figure 2.16(a) shows, the output of
a wavelet transform corresponds to the frequency subbands realized in 2:1 decimated
output sequences from a QMF bank. Therefore, recursive DWT applications effectively
pass input data trough a tree structured cascade of low-pass and high-pass filters followed
by a 2:1 decimation at every node. The usual wavelet decomposition implements an
octave-band filter bank structure shown in Figure 2.16(a).

Wavelet Packet (WP) or DWPT representations, in the other hand, decompose both
the detail and approximation coefficients at each stage of the tree, as shown in Fig.
2.16(b).
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(a) Subband decomposition associated with
a discreet wavelet transform

(b) Subband decomposition associated with
discrete wavelet package transform (DWPT).
Note,that other , nonuniform decomposition
trees are also possible

Figure 2.16.: DWT and DWPT

2.4.4. Linear Prediction

Although linear prediction is widely used in speech coding, its application to wideband
audio coding has not been widely explored, because the LP analysis-synthesis framework
is not well suited to model the nearly sinusoidal components present in steady-state
audio.

A recent trend is to utilize LP coding in hybrid coding schemes for very low bit-rate
audio coding with bit-rates below 16kb/s. Listening tests have shown that LP coders
outperform sinusoidal coders for speech, while its the other way round for music signals.

In a p-th order forward linear predictor[12] the present sample is predicted from a
linear combination of past samples

x̂(n) =
p∑

k=1

a(k)x(n− k) (2.22)

or in the z-domain

X̂(z) =

[ p∑
k=1

a(k)z−k

]
X(z) (2.23)

The prediction coefficients are computed so that the error between the predicted sample
and the actual value

e(n) = y(n)− ŷ(n) (2.24)

is minimized in least squares sense, e.g. with the Levinson-Durbin algorithm. The LP
can be modified by substituting the unit delay filter z−1 by a first-order all pass filter
[13]

D(z) =
z−1 − λ

1− λz−1
(2.25)
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to obtain

X̂(z) =

[ p∑
k=1

a(k)D(z)k

]
X(z). (2.26)

This system is called frequency warped linear prediction WLP. For a choice λ = 0.723
the frequency warp represents the Bark frequency scale. The inherent Bark frequency
resolution of the WLP produces a perceptually shaped quantization noise without an
explicit psychoacoustic model.

2.5. Bit Allocation

Normally, when a perceptual audio coder is applied to a signal, a desired target bit rate is
specified. To meet this target the information gathered in the time-frequency transform
and other side information has to be coded.

2.5.1. Quantization

This is the stage where the lossy compression happens. According to the obtained
masking threshold from the psychoacoustic model the frequency domain samples are
quantized in such a way that the quantization noise stays below the masking threshold.
Also frequency components below the masking threshold are removed.

The quantization itself can be uniform or or non-uniform, it may either be performed
on scalar or vector data (VQ).

2.5.2. Entropy Coding

The quantized data still contains statistical redundancies, which can be further removed
trough noiseless run length (RL) or entropy coding, e.g. Huffman, Arithmetic or Liv,
Zempel and Welch (LZW) coding designs.

2.6. Coding Standards

2.6.1. MPEG 1[4]

The International Standards Organization/Moving Pictures Expert Group (ISO/MPEG)
audio coding standard for stereo CD-quality audio was adopted in 1992 after four years of
extensive collaborative research by audio coding experts worldwide. ISO 11172-3 consists
of a flexible hybrid coding technique, which incorporates several methods including sub-
band filter banks, transform coding, entropy coding, dynamic bit allocation, nonuniform
quantizers, adaptive segmentation and psychoacoustic analysis. MPEG coders accept
16-bit PCM input data at sample rates of 32, 44.1 and 48 kHz, while available bit rates
range from 32-192 kbit/s per channel for mono and stereo material.

The MPEG-1 architecture contains three layers of increasing complexity, delay and
output quality.
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Figure 2.17.: ISO/IEC 11172-3 (MPEG-1): (a) Layer I/II encoder (b) Layer III encoder
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2.6.1.1. Layer I and II

Filter Bank The analysis is done by a 32 band PQMF filter bank, the prototype filter
is of order 511.

Psychoacoustic Model 1 For the model, a 512-point FFT for Layer 1 and a 1024-point
FFT for layer 2 are used, for a brief description see section 2.3.4. The FFT is
computed in parallel with the subband decomposition for each decimated block of
12 input samples.

Block Companding Quantization The subbands are block companded (normalized by
a scalefactor) such that the maximum sample amplitude in each block is unity,
then an iterative bit allocation procedure applies JND thresholds to select an op-
timal quantizer for each subband, simultaneously satisfying bit rate and masking
thresholds. Scalefactor and quantizer choice are both coded and transmitted as
side information.

Layer II enhances Layer I in three portions in order to realize reduced bit rates and
enhanced audio quality. The perceptual model works on a higher resolution FFT, the
maximum subband quantizer resolution is increased and scale-factor side information is
reduced.

2.6.1.2. Layer III

Layer III adds a hybrid filter bank, each subband filter is followed by an adaptive MDCT
for higher frequency resolution and pre-echo control. The MDCT switches between 6
points for pre echo control and 18 points for steady-state periods.

Bit allocation and quantization of the spectral lines is realized in a nested loop proce-
dure that uses both nonuniform quantizers and Huffman coding. The inner loop adjusts
the nonuniform quantizer step sizes for each block until the number of bits required
to encode the transform components fall within the desired bit rate. The outer loop
evaluates the quality of the coded signal (analysis-by-synthesis) in terms of quantization
noise relative to the masking thresholds provided by the perceptual model.

2.6.2. MPEG 2[14]

The original MPEG 2 Audio standard finalized in 1994 just consists of 2 extensions to
MPEG-1:

� Backwards compatible multichannel coding adds the option of forward and back-
wards compatible coding of multichannel signals including the 5.1 channel config-
uration known from cinema sound.

� coding at lower sampling frequencies adds sampling frequencies of 16 kHz, 22.05
kHz and 24 kHz to the sampling frequencies supported by MPEG-1.

Otherwise no new coding algorithms are introduced over MPEG-1 audio.
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2.6.2.1. MPEG 2 Advanced Audio Coding[15]

Verification tests showed that giving up backwards compatibility and introducing new
coding algorithms can improve the coding efficiency. As a result, the definition of a new
work item led to the MPEG-2 Advanced Audio Coder finalized in 1997.
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Figure 2.18.: MPEG-2/MPEG-4 Basic AAC Encoder Block Diagram

Encoding Structure (see Fig. 2.18):

Preprocessing In the sampling rate scalability profile, the preprocessing block is added
in the input stage of the encoder. The preprocessing module consists of a polyphase
quadrature filter (PQF), gain detectors and gain modifiers.

Filter Bank The conversion is done by MDCT with window switching, with windows
length of 2048 for long and 256 for short windows (256 and 32 for SRS). For
the 2048-length window the window shape is switched between a Kaiser-Bessel
Derived (KBD) and a sine window depending on the input signal. To maintain
block alignment, short windows only appear in sequences of eight consecutive short
blocks.

Perceptual model AAC employs a perceptual model similar to MPEG-1 model 2.

TNS MPEG-2 AAC employs the TNS scheme described in Section 2.4.2.1.

Intensity/Coupling The M/S and intensity coding are improved over MPEG-1 Layer 3

Prediction To exploit correlations between the spectral components of succesive frames,
backward adaptive predictors are employed. One backwards predictor works on
each spectral component. Since short windows indicate signal changes, i.e. non-
stationary signal characteristics, prediction is only used for long windows.
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Quantization and coding The spectral components are grouped into bands whose band-
with resemble the critical bands closely. For each band one scalefactor is computed
by which all spectral components within the band are scaled. The scaled spectral
components are non-uniformly quantized and Huffman coded. The rate-distortion
control assures that the target bit rate and the masking thresholds from the psy-
choacoustic model are met.

Bitstream Multiplexing The coded spectral components, scale factors, and side infor-
mation are multiplexed to form the bit stream.

To allow tradeoffs between quality and memory/processing power requirements, the
AAC offers three profiles:

Main Profile Uses all tools.

Low Complexity (LC) Profile The prediction tool is not utilized and the TNS order and
bandwith are limited.

Sample Rate Scaleable (SRS) Profile Window length are a quarter of that for the
other profiles, and it can provide a frequency scaleable bitstream.

2.6.3. MPEG 4[16]

The most recent MPEG standard ISO/IEC 14496 or MPEG-4 was adopted in 1998
after many proposed algorithms where tested. A second version was completed in 2000,
enhancing the coding tools further.

MPEG-4 offers a great deal more than the perceptual audio coding tools described
below, it also contains tool for coding speech (CELP and HVCX) and a text-to-speech
coding tool.

2.6.3.1. General Audio Coder

The MPEG-4 General Audio Coder is based on the MPEG-2 AAC, but has been en-
hanced to provide better quality for low bit rates and fine grain scalability.

The additional tools available for MPEG-4 GA are[17]:

TwinVQ Transform Domain Weighted Interleave Vector Quantization replaces the AAC
quantization and coding block for bit rates below 16 kb/s mono, where it is superior
to AAC.

BSAC Bit sliced arithmetic coding replaces the noiseless AAC coding. To allow for
small step scalability, the quantized values are grouped into frequency bands. Each
of these groups contains quantized spectral values in their binary representation.
Then the bits of a group are processed in in slices according to their significance
(i.e. first all MSB bits in a group are processed etc.). These bit slices are encoded
using arithmetic coding providing scalability steps of 1 kbit/s per audio channel.
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Long Term Prediction The LTP replaces the backwards predictor from MPEG-2 AAC
to avoid its complexity, while providing similar coding gain. It works like a speech
coder, calculating the LTP in the time domain.

Perceptual Noise Substitution Noiselike frequency bands often don’t require coding of
the wave form in the band. Instead a noise detection module decides for each coder
band whether noise substitution is possible or not, and if possible calculates the
correct noise energy. The quantization and coding block is fed with a zeroed signal
and the noise energy transmitted as side information to the decoder.

Error Resilience Tools Two classes of error resilience tools are defined, the first class
contains algorithms to improve the error robustness of the source coding itself.
The Virtual Code Books tool (VCB11) permits to detect serious error within the
spectral data of an MPEG-4 AAC bitstream. The Reversible Variable Length
Coding tool (RVLC) replaces the Huffman and DPCM coding of the scalefactors in
an AAC bitstream. It uses symmetric codewords that can be decoded forward and
backward. The Huffman Codeword Reordering tool (HCR) extends the Huffman
coding of spectral data by placing some Huffman codewords at known positions in
the stream, so that error propagation into these so called ”priority codewords” can
be avoided.

The second class consists of general tools for error protection The Error Protection
Tool (EP) provides Unequal Error Protection (UEP) for MPEG-4 audio by ordering
the bits into different error sensitivity classes and applies error correction to the
parts (Both Cyclic Redundancy Check CRC and Forward Error Protection FEC
can be applied).

2.6.3.2. Harmonic, Individual Lines plus Noise(HILN)[18]

The MPEG-4 parametric audio coding tools HILN permit coding of general audio signals
at bit rates of 4 kbit/s and above using parametric representations of the audio signal.
The basic idea of this technique is to decompose the input signal into components which
are described by appropriate source models and represented by model parameters. Fig.
2.19 shows the block diagram of the HILN parametric audio coder. First the input
signal is decomposed into different components and then the model parameters for the
components’ source models are estimated:

� An individual sinusoid is described by its frequency and amplitude.

� A harmonic tone is described by its fundamental frequency, amplitude, and the
spectral envelope of its partials.

� A noise signal is described by its amplitude and spectral envelope.

The modeling of transients is improved by optional parameters describing their amplitude
envelope.
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Figure 2.19.: MPEG-4 HILN Encoder Block Diagram

Due to the very low target bit rates only the parameters for a small number of com-
ponents can be transmitted. Therefore a perceptual model is employed to select those
components that are most important for the perceptual quality of the signal. The com-
ponents parameters are finally quantized, coded, and multiplexed to form a bitstream.

2.6.3.3. Structured Audio

MPEG-4 Structured Audio is the first standard to allow the direct application of algorith-
mic structured audio techniques to the transmission of sound in a multimedia context.
Algorithmic structured audio is the idea of using a general purpose software-synthesis
language, and parameters to programs written in that language to represent sound for
transmission.

The heart of the SA standard is a sound-synthesis language called SAOL, for ”Struc-
tured Audio Orchestra Language”. A program in SAOL describes a sound-processing
or sound-synthesis algorithm. SAOL resembles C syntactically, but variables in SAOL
contain audio signals, and built-in processing functions allow signals to be generated,
mixed, filtered, processed and otherwise manipulated.

The bitstream header of a SA stream contains one or more algorithms written in
SAOL, and the streaming data consists of Access Units containing parametric events
written in SASL (”‘Structured Audio Score Language”).

At session startup, the SAOL algorithms are communicated to a reconfigurable syn-
thesis engine. this engine configures itself accordingly to the SAOL programs.

During the streaming of the session, the Access Units are decoded into events, which
are stored in a time-sorted list. The run-time scheduler, also specified in the standard,
keeps track of this events and dispatches them when their time arrives.

Scheirer and Kim [19] developed the Generalzed Audio Coding method, where the
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model is not fixed, but itself transmitted in the bitstream, and have shown, that SA is
in fact such a generalized audio coder. That means, when new coding techniques arise,
no standards have to be created for encoding and decoding, but SA can be employed
to describe this models. As an example they implemented MPEG-1 Layer 1 and LPC
decoding as SAOL programs.

2.6.4. AC3[20]
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Figure 2.20.: AC3 encoder block diagram

The AC3 audio coder was developed by Dolby, who licenses it under the Dolby Digital
trademark for cinema sound, and was adopted as audio part for the US HDTV system. It
uses a 256/512 point adaptive MDCT filter bank. Up to four frequency-adjacent spectral
components are grouped into a block and lumped together in groups spanning one to
six transform blocks in time. For each group the maximum is identified and quantized
as an exponent in terms of the number of left shifts required until overflow occurs,
approximating the spectral envelope, then the spectral components of the group are
normalized by the exponent to generate the mantissas. The perceptual model uses the
spectral envelope to calculate the masking thresholds applied to the mantissa quantizer,
where a bit allocation process similar to MPEG-1 takes place. A difference between AC3
and other coders is, that the information about the bit allocation (i.e. quantizers used
in the mantissa quantization) is not transmitted to the decoder, but the decoder has the
same perceptual model as the encoder and calculates the information itself.

2.6.5. PAC[21]

The Lucent Technologies PAC (Fig. 2.21(a)) system uses a signal-adaptive MDCT filter
bank, with a long window of 2048 points for steady state segments, and a short window
with 256 points for segments with transients or sharp attacks. Masking thresholds are
used to select one of 128 exponentially distributed quantization step sizes in each of 49
or 14 bands. The coder bands are quantized using an iterative rate control loop in which
thresholds are adjusted to satisfy bit-rate constraints and an equal loudness criterion
that attempts to shape quantization noise such that its absolute loudness is constant
relative to the masking threshold.

In an effort to enhance PAC at low bit rates, a switched MDCT/WP filter bank scheme
(Fig. 2.21(b)) was introduced in EPAC.
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Figure 2.21.: Lucent Technologies PAC: (a) PAC and (b) EPAC

2.6.6. ATRAC[22]
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Figure 2.22.: ATRAC encoder block diagram

ATRAC was developed by Sony and is used for MiniDisc and in the Sony Dynamic
Digital Sound (SDDS) cinema sound system. ATRAC uses a hybrid filter bank (see
Fig. 2.22). The input signal is first split into three subbands using a tree structured
QMF filter bank. Each of the three subbands is then transformed into the frequency
domain using a MDCT with adaptive window length, the long window has a duration
of 11.6ms (44.1 kHz) while the short window is 1.45ms for the highest frequency band
and 2.9ms for the others two, providing a nonuniform time-frequency tiling. The MDCT
spectral components are grouped into so called block floating units, which are separately
scaled by a scalefactor and then quantized. The bit allocation algorithm is not specified,
allowing for simple algorithms for low-cost, low-power devices like portable recorders
and complex ones for other applications.
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2.6.7. Ogg Vorbis
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Figure 2.23.: Ogg Vorbis encoder blockdiagram

Ogg Vorbis is an open source perceptual audio coder [1] released under a BSD style
license (see appendix B), meaning that no license fees have to be paid and everybody
can contribute to the development of the format. Figure 2.23 shows the block diagram
of the encoder, which uses following techniques:

MDCT The MDCT filter bank can use two different window lengths, window length
can be powers of 2 ranging from 64 to 8192 points. The window used is

h(n) = sin

(
sin

(
nπ

2M

)2 π

2

)
. (2.27)

Psychoacoustic model The perceptual model computes the global masking threshold
curve which is either coded as LPC curve (deprecated) or approximated by a
piecewise linear curve, the so called floor. This floor is subtracted from the MDCT
spectrum components, leaving the residues for further encoding.

Channel Coupling The residues can be channel coupled, exploiting interchannel corre-
lation, channel coupling is only available for stereo sources, although Vorbis is able
to code up to 99 channels.

Vector quantization, Huffman coding The residues and floor parameters are vector
quantized and Huffman coded.

One big difference between Vorbis and other codecs is that in Vorbis the codebooks
for VQ and Huffman coding are not fixed in the specification, but transmitted in the
header of the stream. While providing flexibility for signal adapted codebooks and
optimization of codebooks at the encoder side, this also means that a vorbis stream
can only be decoded correctly when the header information is received error free by the
decoder, which causes some problem when streaming Vorbis streams over channels where
information can be lost (e.g. streaming via RTP/UDP).

2.7. Low Latency Coding

Although all mentioned coding standards reach high coding gains, they are not suitable
for applications where low latencies are required, because of their system inherent delay
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due to block processing. So Schuller et al[23] chose to use predictive coding for lossless
coding, which has no inherent system delay, and adaptive pre- and post-filtering for
irrelevance removal. Which this choice they also made the irrelevance and redundancy
reduction independent of each other.

2.7.1. Pre- and Post-Filter

The irrelevance reduction unit consists of a psychoacoustically controlled time-varying
pre-filter followed by a quantizer. The psycho-acoustic part is block-based, with very
short blocks of 128 samples to reduce delay. The pre-filter has a frequency response in-
verse to the masking threshold, meaning the signal is normalized to its masking threshold.
Its filter coefficients are computed with techniques from LPC analysis, using the masked
threshold as short term power spectrum. To reduce audible artifacts introduced by hard
switching of the filter coefficients between adjacent blocks, the filter coefficients of the
lattice-structured pre-filter are obtained by linear interpolation. The pre-filter is fol-
lowed by a simple uniform constant step size quantizer, in the proposed system a simple
rounding operation to the nearest integer. The parameters of the pre-filter are transmit-
ted as side information to the decoder, where the signal is post-filtered with the inverse
frequency response of the pre-filter, i.e. the masked threshold, simply normalizing the
quantization noise to the threshold. Bit rate control of the signal-dependent bit-stream
after the quantizer is achieved by a simple attenuation of the pre-filtered signal, this
increases the effective step size of the quantizer, leading to audible quantization noise
but a reduced bit-rate.

2.7.2. Lossless Coding

The lossless coding section uses a new method, called Weighted Cascaded LMS Predic-
tor (WCLMS), consisting of three ingredients: 1)normalized LMS, 2) cascading of the
normalized LMS predictors, and 3) PMDL weighting of the cascaded predictors.

Normalized LMS Prediction LMS is an efficient and long used algorithm that minimizes
adaptively the least square error, with a complexity linear in the order of the
predictor.
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Cascading the LMS predictors Three predictors with different orders are cascaded, i.e.
the prediction error of the preceding predictor is used as input for the following
predictor. The normally real outputs of the predictors are reduced to 8-bit integers.

PMDL (Predictive Minimum Description Length) Weighting The output of all three
predictors are combined to form a final predictor. The weights for the individual
predictors are based in how well a predictor has predicted the signal in the past,
using the PMDL principle, which has a close connection to Bayesian statistics.

2.7.3. Entropy Coding of Prediction Errors

An adaptive Huffman coding scheme with a delay of only 17 samples was chosen, after
it surprisingly showed that it achieves comparable bit-rates to a block-based Huffman
coder with block lengths of 4096. This leads to an overall delay of 128 + 17 samples
for the combination of pre- and post-filter with the WCLMS lossless unit the adaptive
Huffman coding, which are both in the indentended order of 200 samples, leading to a
encoding/decoding delay of 6ms at a sampling rate of 32kHz.

2.7.4. Experimental Results and Conclusion

The combination of order 200, 80, and 40 leads to an average bit rate of 2 bits/sample.
Listening tests in comparison with a PAC coder set to the same average bit rate showed
that the perceived quality is comparable at a much lower delay than the PAC, which has
a delay of about 2600 samples.

2.8. Quality Assessment

In many situations, and particularly in the context of standardization activities, per-
formance measures are needed to evaluate whether one of the established or emerging
techniques in perceptual audio coding is in some sense superior to available methods.
Perceptual audio coders are most often evaluated in terms of bit rate, complexity, delay,
and output quality. Of these all but output quality can be quantified in straightforward
objective terms. Reliable and repeatable output quality assessment on the other hand,
presents a significant challenge, since classical objective measures of signal fidelity such
as SNR or THD are inadequate, because its possible to achieve transparent quality even
for a unweighted SNR of down to 13dB.

As a result, time consuming and expensive subjective listening tests have been required
to measure the small impairments that mostly characterize the high-quality perceptual
coding algorithms.

To minimize the need for this subjective tests, an objective quality assessment method
has been standardized by the ITU.
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2.8.1. Subjective Quality Tests

2.8.1.1. Small Impairments of High Quality Audio

The commonly used methodology for conducting formal listening tests is the ITU-R
Recommendation BS.1116 [24]. The test uses critical audio test material, presented to
trained expert listeners in a double-blind triple-stimulus with hidden reference method.
Three stimuli (”A”, ”B”, ”C”) are presented to the listener, A is always the reference,
while B and C are randomly assigned to the hidden reference and the test signal. The
listener has to grade the impairment of B and C relative to the reference signal, based
on the continuous five grade impairment scale in table 2.3. A subjective difference grade
is computed by subtracting the score assigned to the hidden reference from the score
assigned to the test signal.

The listening panel for subjective test should consist of expert listeners, and the test
should be preceded by a training phase to familiarize the test subjects to the grading
system and to the artefacts under study.

A result of such an subjective listening test is given in table 2.4.

Impairment Grade
Imperceptible 5.0
Perceptible, but not annoying 4.0
Slightly annoying 3.0
Annoying 2.0
Very annoying 1.0

Table 2.3.: ITU-R BS.1116-1 Grading Scale

2.8.1.2. Intermediate Quality Level

ITU-R BS.1116-1 is poor at discriminating small differences in quality at the bottom
end of the scale, so it is not entirely suitable for evaluating lower quality audio systems
which have emerged in the last years due to new applications with restricted data rates.

So a new subjective test methodology was proposed by the ITU in the recommen-
dation BS 1534-1[26]. The methodology is called ”Multi Stimulus test with Hidden
Reference and Anchor (MUSHRA)”. The method uses the original unprocessed pro-
gramme material with full bandwidth as the reference signal (which is also used as a
hidden reference) as well as at least one hidden anchor, which is a low-pass filtered ver-
sion of the unprocessed signal with a bandwidth of 3.5 kHz. Additional anchors showing
other impairments (bandwidth limitation to 7 or 10 kHz, reduced stereo image, addi-
tional noise, drop outs, packet losses or others) can be used. In each trial, the subject
is presented with the reference version, all versions of the test signal processed by the
systems under test, the hidden reference and the anchors.

The grading process uses a graphical continuous quality scale (CQS), which is divided
into five equal intervals with the adjectives as given in table 2.5 from top to bottom,
adopted from evaluation of picture quality.
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Group Algorithm Rate Mean Transparent Items
Diff. Grade Items Below -1.0

1 AAC 128 -0.47 1 0
AC-3 192 -0.52 1 1

2 PAC 160 -0.82 1 3
3 PAC 128 -1.03 1 4

AC-3 160 -1.04 0 4
AAC 96 -1.15 0 5
MP1-L2 192 -1.18 0 5

4 ITIS 192 -1.38 0 6
5 MP1-L3 128 -1.73 0 6

MP1-L2 160 -1.75 0 7
PAC 96 -1.83 0 6
ITIS 160 -1.84 0 6

6 AC-3 128 -2.11 0 8
MP1-L2 128 -2.14 0 8
ITIS 128 -2.21 0 8

7 PAC 64 -3.09 0 8
8 ITIS 96 -3.32 0 8

Table 2.4.: Comparison of Standardized Two-Channel Algorithms (after [25])

Excellent

Good

Fair

Poor

Bad

Table 2.5.: ITU-R BS.1534-1 Continuous Quality Scale.
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2.8.2. Objective Quality Assessment with PEAQ

To reduce the necessity for subjective listening tests, schemes for objective quality mea-
surements have been developed since the late 70’s. More recently, the ITU started a
standardization process which led to the ITU-R 1234.7 Recommendation ”Perceptual
Assessment of Audio Quality (PEAQ)” [27], an overview is given in [28] and a detailed
examination of the model was conducted by Kabal[29]. Figure 2.27 shows the high-level
representation of the model. In general it compares a signal that has been processed
in some way with the corresponding time-aligned original signal. Concurrent frames of
the original and processed signal are each transformed to a basilar membrane represen-
tation, and differences are analyzed further as a function of frequency and time by a
cognitive model. The latter extracts perceptually relevant features which are used to
compute a measure of quality. As indicated in the figure, a number of intermediate
model output variables (MOV) are available. A selected set of these MOVs is mapped
to an objective grade, which is comparable to the subjective difference grade (SDG) of
subjective listening tests. The mapping was established by minimizing the difference
between the distribution of objective measurements and the corresponding distribution
of mean subjective qualities for an available data set.

2.8.2.1. Perceptual Measurement Concepts

Distance from Masked Threshold The error signal, which is the difference between the
original and the processed signal, is compared to the masking threshold of the original
signal. An error at a certain time and frequency is considered inaudible if its magnitude
is below the masked threshold.

Comparison of Internal Representation The excitation patterns on the basilar mem-
brane are modelled by simulating the signal transformations performed in the ear. The
excitation patterns of both the original and processed signal are compared to derive the
quality measurement. Since this approach is much closer to the function of the auditory
system than the masked threshold concept, it is suited better for modeling more complex
auditory phenomena.

Spectral Analysis of Errors Some effects, such as the perception of fundamental fre-
quency and associated harmonic structure, are easier to model using linear spectra in-
stead of basilar membrane excitation patterns.

2.8.2.2. Ear Model

The peripheral ear model contains all steps that transform the incoming sound into a
basilar membrane representation (excitation patterns).

Absolute Threshold see Sect. 2.3.1 Absolute Threshold of hearing.
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Perceptual Frequency Scale see Sect. 2.3.2 Critical Bands.

Excitation The hair cells in the cochlea generate neural activity in response to the
vibration of the basilar membrane caused by incoming sound events. This patterns are
approximately triangular in shape, and can be deduced from the masking threshold of a
noise masking a tone (see fig. 2.6).

Alternatively, the excitation patterns can be seen as the output of the auditory filter
bank, which models the frequency response of the basilar membrane.

Detection The excitation patterns are processed and stored in the brain. Three dif-
ferent kinds of memories are distinguished: echoic memory, short-term memory and
long-term memory. Subjective listening test rely on both echoic and short-term memory
to detect small level differences between signal. The detection threshold for differences
in signal levels, called just noticeable level difference (JNLD), depends on the sound
pressure level of the input signal.

Masking see Sect. 2.3.3 Masking.

Loudness and Partial Loudness The perceived loudness of an audio signal depends not
only on its sound pressure level but also on its duration and its temporal and spectral
structure. The partial loudness of a signal is the perceived loudness after it has been
reduced by a masker. This is important in perceptual measurements, as partial loudness
takes into account the reduction in perceived loudness of an audible distortion due to
the masker.

Implemented Ear Models PEAQ utilizes two different ear models, one FFT-based
with a blocklength of 2048(see fig. 2.25), and the other filter bank based (see fig. 2.26
consisting of 40 pairs of linear phase filters corresponding to auditory filter widths.

2.8.2.3. Cognitive Model

The perceptual representation provided by the ear is mapped to a cognitive representa-
tion that is more difficult to describe. It depends heavily on the listeners world knowledge
about certain sounds. Nevertheless, some reasonable assumptions can be made about
the cognitive process underlying a quality judgement. Since computer programs typi-
cally have little world knowledge, the original signal has to be used as a reference for the
cognitive model, however only a part of the missing world knowledge is compensated by
using the original signal as reference. For example, for more noiselike input signals, and
aesthetically pleasing processing, the quality rating of the resulting signal may be higher
than a judgement strictly based on the comparison of input and output. This behavior is
difficult to model without knowledge of the ideal audio signal that is in the mind of the
listener. Other aspects concern the different perception of adding and removing certain
time-frequency components, linear and nonlinear distortions, learning, and the fact that
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Figure 2.25.: FFT based ear model and preprocessing of excitation patterns (after [28])
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certain regions in the audio signal carry more information and therefore may be more
important than others when assessing distortions.

Processed Signal Original Signal

Feature Extraction and Combination

Peripheral Ear Model

MOVs Quality Grade

Figure 2.27.: High-level representation of the PEAQ model

Two versions of the model exist, one for high processing speed for real time applica-
tions, called the basic version, and one for applications requiring the highest achievable
accuracy, called the advanced version.

2.8.2.4. Basic Version

The basic version uses only the FFT-based ear model, and employs both the concept of
comparing internal representations and the concept of masking threshold. The restric-
tions arising form the poor temporal resolution of the FFT-based ear model are partly
compensated by a higher number of MOVs and an increased spectral resolution (as com-
pared to the advanced version). The variables derived from the ear model measure the
loudness of distortions, the amount of linear distortions, the relative frequency of audi-
ble distortions, changes in the temporal envelope, a noise-to-mask ratio, noise detection
probability and harmonic structure in the error signal.

2.8.2.5. Advanced Version

The advanced version of PEAQ uses the FFT-based ear model as well as the filter
bank based ear model (see Fig. 2.28). The masking threshold concept is applied using
the FFT-based ear model, whereas the concept of comparing internal representations is
applied using the filter bank based ear model. The variables based on the FFT include
a noise-to-mask ratio and a cepstrum like measure of harmonic structure in the error
signal.

2.8.2.6. Implementations

A current overview of systems implementing PEAQ can be found on the PEAQ infor-
mation web site[30]. The software used in this thesis for objective quality assessment is
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Preprocessing of Excitation Patterns Preprocessing of Excitation Patterns

Peripheral Ear Model
(Filterbank Based)

Peripheral Ear Model
(FFT Based)

Excitation Patterns, Specific Loudness Patterns
Modulation Patterns, Error Signal

Excitation Patterns, Specific Loudness Patterns
Modulation Patterns

Calculate Model Output Values

Calculate Quality Measure (Artificial Neural Network)

Distortion Index Objective Difference Grade

Input Signals (Reference and Signal under Test)

Figure 2.28.: Block diagram of the PEAQ advanced version

EAQUAL[31], which implements the basic model.



3. Mixing Two MDCT-Based Audio
Streams

3.1. Basic Concepts of the MDCT

The Modulated Discrete Cosine Transform (MDCT), also called Time Domain Aliasing
Cancellation (TDAC) filter bank or Modulated Lapped Transform (MLT), is defined as

X(k) =
2M−1∑
n=0

x(n)pk,n (3.1)

where

pn,k = h(n)
√

2
M

cos
[
(2n + M + 1)(2k + 1)π

4M

]
. (3.2)

This can also be written as a linear transformation of the form

X = PTx (3.3)

where P is the lapped transform matrix, with the MLT basis functions pn,k as its columns
and x is an extended signal block having 2M samples

x = [x(mM − 2M + 1) x(mM − 2M + 2) . . . x(mM − 1) x(mM)]T (3.4)

with m being the block index. Since the MLT is an orthogonal transformation, the
inverse MLT for a single block is simply

x̃ = PX. (3.5)

The signal is reconstructed by overlapping and adding adjacent blocks.

3.2. Superposition

Lets assume a linear combination of two independent signals

x = axa + bxb. (3.6)

Then the transformed signal, assuming the block boundaries for both signals are aligned
and block lengths are equal, is

X = PTx = PT (axa + bxb) = aPTxa + bPTxb = aXa + bXb. (3.7)

The inverse is
x̃ = PX = P (aXa + bXb) = aPXa + bPXb. (3.8)

Thus two audio streams with equal window lengths can simply be mixed by adding the
two scaled transforms block-wise.

40
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3.3. Changing the Block Length

When two MDCT coded audio streams with different window lengths are mixed, at
least for one of the streams the window sequence has to be altered to get equal window
sequences, either to a shorter block length (called interpolation in MDCT according to
interpolation in the the time domain since the number of blocks increases) or to a longer
block length, called decimation in MDCT.

Figure 3.1 shows a sequence of shorter and longer blocks. Throughout the following
sections we assume always that the starting blocks of the sequences are aligned and
block lengths are a power of 2, since most existing MDCT based coders have such block
lengths.

Figure 3.1.: Block sequence for changing the block length in MDCT. In this example the
shorter block length is half the longer block length.

3.3.1. Decimation in the MDCT Domain

First, we just examine one long block. Figure 3.2 shows an example where the short
blocks are half as long as the long block. We note that the first and last short block
extend over the boundaries of the long block. The number of short blocks per long block
is

s = (
2Ml

Ms
− 1) + 2. (3.9)

. To get the contribution of a single short window with index o = 0 . . . s− 1 to the long
window, we compute the inverse transform of the short window, and pad the resulting
time domain data with zeros to get an extended long block with length 2Ml + 2Ms

x̂ = [0 PXl 0]T (3.10)

where the length of the zero padding at the beginning is oMs and the length of the
zero padding at the end is (s− o− 2)Ms. An other way to get this extended transform
of the short window is to compute the inverse transform with an extended transform
matrix where Ps is padded at the top and bottom with zero row vectors according to
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the aformentioned padding of the the audio data

P̂s,o =

 0
Ps

0

 (3.11)

Then we compute the long window transformation of x̂ starting at x̂(Ms). This can
also be achieved by computing the transformation for the whole extended block with
an extended transform matrix where Pl is padded with Ms zero rows at the top an the
bottom:

P̂l =

 0
Pl

0

 . (3.12)

The complete reverse and forward transformation to get the contribution of the short
block o to the long block is then

Xl,o = P̂T
l P̂s,oXs,o. (3.13)

Since the matrix multiplication is zero for all row vectors of Ps,0 this can also be com-
puted by only taking the rows pi

l from the extendend long transform, where i is the row
index of Ps,o with non-zero entries:

Xl,o = P̂T
l,oPsXs,o (3.14)

Or with the decimation matrix Do defined as

Do = P̂T
l,oPs (3.15)

Xl,o = DoXs,o. (3.16)

To get the complete long transform coefficients, the contributions of all short blocks are
simply added up

Xl =
s−1∑
o=0

Xl,o. (3.17)

3.3.2. Interpolation in the MDCT Domain

Like in the previous section, we first look at the interpolation of one long block into a
sequence of short blocks like in figure 3.2. To compute the transform of the short blocks,
we just perform the reverse transformation of the long block and pad the resulting vector
with Ms zeros at both tails:

x̂ = [0 PlXl 0]T (3.18)

x̂ can also be computed by transforming Xl with an extended transform matrix, where
Pl is padded with Ms zero rows at the top an the bottom:

P̂l =

 0
Pl

0

 (3.19)
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One single short block, o being the short block index, is then computed by

Xs,o = PT
s x̂o (3.20)

where x̂o is the part of the long block signal needed for transformation

xo = [x̂[oMs − 2Ms + 1] x̂[oMs − 2Ms + 2] . . . x̂[oMs − 1]]T . (3.21)

By taking a submatrix P̂l,o, containing only the row vectors

p̂q
l , q = (o− 1)Ms + 1 . . . oMs

of P̂l, a single short block can be computed from the long block by

Xs,o = PT
s P̂l,oXl. (3.22)

We can now define a series of direct transformation matrices

Uo = PT
s P̂l,o (3.23)

so that a single short block is
Xs,o = UoXl. (3.24)

To extend this single frame derivation to a sequence of long windows, we just assume,
since superposition applies to the MDCT, the stream as a combination of streams, every
stream consisting only of one long windowed segment of the sequence. As figure 3.1
shows, one short block contains data of two, or at frame boundaries, of three consec-
utive long blocks. To get the final sequence of short blocks, the contributions of the
different long blocks are simply just added up. As long as both windows provide perfect
reconstruction, the interpolated sequence also does.

If we compare the definitions of Uo and Do it can be seen that

U = DT (3.25)

if long and short window lengths of the decimation and interpolation are equal.

3.4. Arbitrary Window Lengths and Positions

The approach for interpolating and decimating in the MDCT domain can of course be
generalized to get direct transform matrices for arbitrary window sizes and positions (fig.
3.3).

To get the direct transformation matrix, we simply pad both transform matrices ac-
cording to the non-overlapping parts, so that both have an extended length spanning
from the begin of the front window to the end of the back window. The direct transform
matrix is then:

C = P̂T
t P̂s (3.26)

where P̂t is the padded transform matrix of the target window and P̂s is the padded
transform matrix of the source window. The direct transformation is then

Xt = CXs. (3.27)
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Figure 3.2.: Single long window with short window sequence of all blocks that contain
data of the long window.

Figure 3.3.: Two arbitrary sized and positioned windows.

3.5. Computational Complexity

The direct transform matrices have of course the size Ms × Ml. If no fast algorithms
for calculating the MDCT would exist, this would be a advantage in complexity, since
the reverse and forward transformation matrices have the size 2Ms ×Ms and 2Ml ×Ml

respectively, the second one alone having more elements than the direct transformation
matrix.

But since fast algorithms for the MDCT exist, which have a computational complexity
of about one order of magnitude less than the matrix approach, direct transformation
with fully occupied direct transform matrices would yield no computational advance over
inverse and forward MDCT. Table 3.1 shows a comparison of the approximated average
number of multiplications needed per resulting block when interpolating or decimating a
MDCT stream. The fast MDCT numbers were determined using the MDCT algorithm
implemented in the Ogg Vorbis source code.

As this table shows, the computational complexity for direct transformation is much
higher than a inverse/forward transformation using a fast algorithm. To reduce the
complexity, two different approaches were considered, one reducing the number of short
windows computed per long window, i.e. ignoring the short windows that extend over
the block boundaries of the long window, and the second setting all elements in the
direct transformation matrices to zero which are below a certain threshold.
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from to Vorbis Direct
256 128 1,564 20,477
512 128 1,778 36,859
512 256 4,220 81,908

1024 128 1,949 69,624
1024 256 4,562 147,438
1024 512 1,0043 327,631
2048 128 2,098 135,154
2048 256 4,861 278,497
2048 512 10,641 589,750
2048 1024 22,714 1,310,523

(a) Interpolation

from to Vorbis Direct
128 2048 2,158 2,162,688
128 1024 2,005 557,056
128 512 1,826 147,456
128 256 1,596 40,960
256 2048 4,917 2,228,224
256 1024 4,610 589,824
256 512 ,4252 163,840
512 2048 10,689 2,359,296
512 1024 10,075 655,360

1024 2048 22,746 2,621,440

(b) Decimation

Table 3.1.: Comparison of the number of multiplications needed per target window.

To explore the signal degradation due to reducing the computational complexities,
eight different test signals were interpolated and decimated using different settings for
the threshold and the inclusion of boundary blocks. Tables 3.2 and 3.3 show the test
results. The threshold indicates that elements in the direct transformation matrices,
which levels are below the threshold are zeroed, the reference level being the level of the
largest absolute value in all transformation matrices. If ”Full” is ticked, the boundary
blocks are included, otherwise excluded. The objective difference grades (ODG) were
determined using EAQUAL with standard settings.

Figure 3.4 shows the ODG’s for some window lengths changes.
The results show, that to achieve a complexity comparable to forward/inverse trans-

form, the threshold for zeroing direct transform coefficients has to be quite high. The
ODGs show that the effect of excluding the boundary blocks is independent of the
threshold until a threshold of -20dB, a logical cause of the fact that the direct transform
coefficients for the boundary blocks are relatively small, the influence being smaller for
window changes with larger differences of the block length. This could be also expected,
since a bigger difference means that the energy of the large window is spread over more
small windows.

Especially when the window lengths only differ by a factor 2 the exclusion of the
boundary box leads to clearly audible artifacts for certain signals. Figure 3.5 shows the
error signal for an interpolated male speech signal. It can be seen, that the error signal
is periodic with the length of the shorter window.

A good compromise between signal degradation and complexity would be a threshold
of -40dB and including the boundary blocks. For this settings, the mean object dif-
ference grade is higher than -0.15 for all window length combinations, still being near
indistinguishable audio quality.

Direct transformation has at least one advantage over inverse/forward transformation.
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Table 3.2.: Result table for interpolation.
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Table 3.3.: Result table for decimation.
fr
o
m

/
T
re

sh
o
ld

−
∞

-1
2
0

d
B

-1
0
0

d
B

-8
0

d
B

-6
0

d
B

-4
0

d
B

-2
0

d
B

to
F
u
ll

√
√

√
√

√
√

√

M
S
E
·1

0
−

6
0
.0

0
1
7
4
.3

4
0
.0

0
1
7
4
.3

4
0
.0

0
1
7
4
.3

4
0
.0

0
1
7
4
.3

4
0
.0

7
1
7
4
.3

8
2
.7

4
1
7
4
.8

3
2
2
2
.0

2
2
9
1
.9

4
1
2
8
/

m
a
x.

E
rr

or
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

1
0
.1

0
0
.1

0
0
.1

1
2
5
6

O
D

G
0
.0

1
-0

.9
9

0
.0

1
-0

.9
9

-0
.0

1
-0

.9
9

-0
.0

1
-1

.0
0

-0
.0

3
-0

.9
9

-0
.1

3
-1

.0
0

-1
.4

1
-1

.4
5

M
u
lt
ip

li
ca

ti
o
n
s

4
0
,9

6
0

2
4
,5

7
6

3
9
,3

4
0

2
4
,4

4
8

2
1
,1

3
6

1
1
,8

8
2

1
0
,7

2
6

5
,9

3
4

5
,2

0
2

2
,9

4
8

3
,0

1
0

1
,7

5
6

8
3
2

8
2
8

M
S
E
·1

0
−

6
0
.0

0
6
.3

0
0
.0

0
6
.3

0
0
.0

0
6
.3

0
0
.0

0
6
.3

0
0
.0

7
6
.3

6
3
.2

2
8
.2

0
2
1
1
.8

8
2
1
1
.8

8
1
2
8
/

m
a
x.

E
rr

or
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

1
0
.0

3
0
.1

0
0
.1

0
5
1
2

O
D

G
0
.0

1
-0

.1
0

0
.0

1
-0

.1
0

-0
.0

1
-0

.1
0

-0
.0

1
-0

.1
0

-0
.0

3
-0

.1
1

-0
.1

5
-0

.1
9

-1
.3

0
-1

.3
0

M
u
lt
ip

li
ca

ti
o
n
s

1
4
7
,4

5
6

1
1
4
,6

8
8

1
3
0
,0

5
0

1
0
6
,8

1
2

7
6
,1

8
8

6
3
,7

3
0

3
8
,3

2
8

3
2
,3

6
4

1
8
,5

2
8

1
5
,3

9
6

9
,5

9
6

8
,8

4
0

3
,8

0
0

3
,8

0
0

M
S
E
·1

0
−

6
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

6
0
.2

6
2
.7

3
2
.7

3
2
3
6
.8

8
2
3
6
.8

8
1
2
8
/

m
a
x.

E
rr

or
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

1
0
.0

1
0
.0

9
0
.0

9
1
0
2
4

O
D

G
0
.0

1
-0

.0
1

0
.0

1
-0

.0
1

-0
.0

1
-0

.0
1

-0
.0

1
-0

.0
1

-0
.0

2
-0

.0
2

-0
.1

3
-0

.1
3

-1
.3

9
-1

.3
9

M
u
lt
ip

li
ca

ti
o
n
s

5
5
7
,0

5
6

4
9
1
,5

2
0

4
6
3
,5

7
4

4
3
1
,0

5
6

2
7
4
,8

7
2

2
5
8
,3

1
8

1
3
9
,8

7
4

1
3
1
,6

9
4

6
8
,0

1
6

6
3
,9

9
6

3
6
,2

2
0

3
6
,2

2
0

1
3
,6

2
4

1
3
,6

2
4

M
S
E
·1

0
−

6
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

6
0
.0

7
2
.7

3
2
.7

3
2
2
6
.5

1
2
2
6
.5

1
1
2
8
/

m
a
x.

E
rr

or
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

1
0
.0

1
0
.1

0
0
.1

0
2
0
4
8

O
D

G
0
.0

1
-0

.0
0

0
.0

1
-0

.0
0

-0
.0

1
-0

.0
0

-0
.0

1
-0

.0
1

-0
.0

2
-0

.0
2

-0
.1

3
-0

.1
3

-1
.4

2
-1

.4
2

M
u
lt
ip

li
ca

ti
o
n
s

2
,1

6
2
,6

8
8

2
,0

3
1
,6

1
6

1
,7

2
5
,4

5
2

1
,6

8
2
,2

2
8

1
,0

1
6
,9

8
6

9
9
5
,8

1
4

5
1
7
,9

3
2

5
0
6
,4

7
0

2
5
2
,8

3
2

2
5
2
,7

7
0

1
3
6
,8

8
8

1
3
6
,8

8
8

5
2
,6

3
4

5
2
,6

3
4

M
S
E
·1

0
−

6
0
.0

0
1
7
3
.6

4
0
.0

0
1
7
3
.6

4
0
.0

0
1
7
3
.6

4
0
.0

0
1
7
3
.6

4
0
.0

7
1
7
3
.6

7
2
.6

1
1
7
3
.9

8
2
5
9
.6

9
3
1
8
.9

8
2
5
6
/

m
a
x.

E
rr

or
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

1
0
.1

0
0
.1

2
0
.1

2
5
1
2

O
D

G
0
.0

1
-0

.6
7

0
.0

1
-0

.6
7

-0
.0

1
-0

.6
7

-0
.0

1
-0

.6
7

-0
.0

1
-0

.6
8

-0
.0

6
-0

.6
9

-1
.0

5
-1

.0
6

M
u
lt
ip

li
ca

ti
o
n
s

1
6
3
,8

4
0

9
8
,3

0
4

8
9
,3

8
8

5
0
,0

3
8

4
5
,0

7
6

2
4
,5

5
0

2
2
,1

8
2

1
2
,1

4
2

1
0
,5

1
4

5
,9

5
6

6
,0

8
2

3
,5

4
8

1
,6

6
4

1
,6

6
0

M
S
E
·1

0
−

6
0
.0

0
6
.1

7
0
.0

0
6
.1

7
0
.0

0
6
.1

7
0
.0

0
6
.1

7
0
.0

6
6
.2

3
3
.2

2
8
.2

4
2
3
0
.2

4
2
3
0
.2

4
2
5
6
/

m
a
x.

E
rr

or
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

0
0
.0

3
0
.0

1
0
.0

3
0
.0

9
0
.0

9
1
0
2
4

O
D

G
0
.0

1
0
.0

1
0
.0

1
0
.0

1
-0

.0
1

0
.0

1
-0

.0
1

0
.0

1
-0

.0
1

0
.0

1
-0

.0
5

-0
.0

5
-0

.8
1

-0
.8

1
M

u
lt
ip

li
ca

ti
o
n
s

5
8
9
,8

2
4

4
5
8
,7

5
2

3
2
3
,2

6
4

2
7
0
,4

7
4

1
6
4
,9

7
0

1
3
8
,8

2
0

7
9
,4

0
0

6
7
,2

2
8

3
7
,6

6
4

3
1
,3

3
2

1
9
,3

8
8

1
7
,8

6
4

7
,6

4
0

7
,6

4
0

M
S
E
·1

0
−

6
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

0
0
.2

0
0
.0

6
0
.2

5
2
.5

0
2
.5

0
2
5
3
.3

8
2
5
3
.3

8
2
5
6
/

m
a
x.

E
rr

or
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

0
0
.0

1
0
.0

1
0
.0

1
0
.1

0
0
.1

0
2
0
4
8

O
D

G
0
.0

1
-0

.0
0

0
.0

1
-0

.0
0

-0
.0

1
-0

.0
0

-0
.0

1
-0

.0
0

-0
.0

1
-0

.0
3

-0
.0

5
-0

.0
5

-0
.9

7
-0

.9
7

M
u
lt
ip

li
ca

ti
o
n
s

2
,2

2
8
,2

2
4

1
,9

6
6
,0

8
0

1
,1

6
8
,3

3
2

1
,0

9
7
,9

7
6

5
9
8
,2

6
8

5
6
3
,9

1
8

2
9
0
,6

7
8

2
7
4
,0

5
0

1
3
8
,4

2
4

1
3
0
,3

0
8

7
3
,2

1
2

7
3
,2

1
2

2
7
,3

8
4

2
7
,3

8
4

M
S
E
·1

0
−

6
0
.0

0
1
6
9
.8

4
0
.0

0
1
6
9
.8

4
0
.0

0
1
6
9
.8

4
0
.0

0
1
6
9
.8

4
0
.0

8
1
6
9
.8

8
2
.9

8
1
7
1
.1

6
3
1
9
.2

5
3
5
2
.4

5
5
1
2
/

m
a
x.

E
rr

or
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

1
0
.1

0
0
.1

3
0
.1

3
1
0
2
4

O
D

G
0
.0

1
-0

.2
3

0
.0

1
-0

.2
3

0
.0

0
-0

.2
3

-0
.0

0
-0

.2
3

-0
.0

1
-0

.2
4

0
.0

1
-0

.2
5

-0
.5

9
-0

.5
9

M
u
lt
ip

li
ca

ti
o
n
s

6
5
5
,3

6
0

3
9
3
,2

1
6

1
9
0
,0

1
4

1
0
2
,3

7
6

9
3
,1

5
2

4
9
,8

9
0

4
5
,0

9
4

2
4
,5

5
8

2
1
,1

3
8

1
1
,9

7
2

1
2
,2

2
6

7
,1

3
2

3
,3

2
8

3
,3

2
4

M
S
E
·1

0
−

6
0
.0

0
5
.9

8
0
.0

0
5
.9

8
0
.0

0
5
.9

8
0
.0

0
5
.9

8
0
.0

8
6
.0

4
3
.6

7
8
.0

4
2
3
3
.6

9
2
3
3
.6

9
5
1
2
/

m
a
x.

E
rr

or
0
.0

0
0
.0

2
0
.0

0
0
.0

2
0
.0

0
0
.0

2
0
.0

0
0
.0

2
0
.0

0
0
.0

3
0
.0

1
0
.0

2
0
.0

9
0
.0

9
2
0
4
8

O
D

G
0
.0

1
-0

.0
3

0
.0

1
-0

.0
3

0
.0

0
-0

.0
3

-0
.0

0
-0

.0
3

-0
.0

1
-0

.0
3

-0
.0

7
-0

.0
1

-0
.5

6
-0

.5
6

M
u
lt
ip

li
ca

ti
o
n
s

2
,3

5
9
,2

9
6

1
,8

3
5
,0

0
8

7
0
7
,0

4
8

5
9
4
,6

8
0

3
4
2
,7

3
4

2
8
9
,1

9
8

1
6
1
,6

8
8

1
3
6
,9

9
2

7
5
,9

3
6

6
3
,2

0
4

3
8
,9

7
2

3
5
,9

1
2

1
5
,3

2
0

1
5
,3

2
0

M
S
E
·1

0
−

6
0
.0

0
1
7
7
.2

8
0
.0

0
1
7
7
.2

8
0
.0

0
1
7
7
.2

8
0
.0

0
1
7
7
.2

8
0
.0

8
1
7
7
.3

3
2
.5

2
1
7
8
.6

2
3
6
6
.3

5
3
7
0
.3

7
1
0
2
4
/

m
a
x.

E
rr

or
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

1
0
.1

0
0
.1

2
0
.1

2
2
0
4
8

O
D

G
0
.0

1
-0

.1
7

0
.0

1
-0

.1
7

-0
.0

0
-0

.1
7

-0
.0

0
-0

.1
7

-0
.0

0
-0

.1
7

-0
.0

0
-0

.1
7

-0
.5

2
-0

.5
1

M
u
lt
ip

li
ca

ti
o
n
s

2
,6

2
1
,4

4
0

1
,5

7
2
,8

6
4

3
9
2
,0

2
0

2
0
7
,5

7
4

1
8
9
,4

1
6

1
0
0
,5

7
8

9
0
,9

1
8

4
9
,3

9
0

4
2
,3

8
6

2
4
,0

0
4

2
4
,5

1
4

1
4
,3

0
0

6
,6

5
6

6
,6

5
2



3. Mixing Two MDCT-Based Audio Streams 48

-5

-4

-3

-2

-1

 0

-20dB-40dB-60dB-80db-100dB-120dB-∞

O
D

G

Factor threshold

with boundary blocks
without boundary blocks

(a) Interpolating from 1024 to 256
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(b) Decimating from 256 to 1024
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(c) Interpolating from 2048 to 128
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(d) Decimating from 128 to 2048
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Figure 3.4.: ODGs for different window length changes.
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Figure 3.5.: Error signal for interpolation from 256 to 128 without boundary blocks for
a male speech signal.

When combining two streams, in the normal case the block length of only one stream
must be altered to allow addition with the other stream, in the ideal scenario of identical
window lengths on both streams, no direct transformation has to take place.

Another aspect of the computational complexity is that the MDCT transform is only
a part of the encoding/decoding process. A profiling of the reference Ogg Vorbis encoder
showed that the forward MDCT takes up 10% of the processing time, while the psychoa-
coustic model is the most complex part of the encoding process, consuming about 40%
of the processing time.

3.6. Latency

The minimum encoding latency for a MDCT stream with fixed window length is 2M
samples, because enough data for one window has to be buffered before analyzing the
first window. Decoding adds a minimal further delay of M samples, because before the
first block can be completely decoded, the next block is needed for overlap and add.
Thus the minimum latency for one coding/decoding cycle is 3M samples, not including
time needed for computation and the delay introduced by the transport channel.

3.6.1. Comparison of Latency Between Direct Processing and
Inverse/Forward MDCT

3.6.1.1. No Change of the Window Length

When the window length of a stream is not changed in processing, ideally no further
latency is introduced, since every block can be processed independently. Inverse/forward
transformation adds the above mentioned decoding delay of M samples. Direct process-
ing thus gives an advantage of M samples, without consideration of further delay due to
processing time. Due to the fact that the block boundaries at the encoders would not
be exactly aligned, one stream has to be delayed a further variable delay of up to M − 1
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samples.

3.6.1.2. Window Length Change

Direct processing with window length change yields no smaller latency than the in-
verse/forward transformation, since all source windows contributing to a target window
have to be buffered anyway.

3.7. Effects on Psychoacoustic Processing

For irrelevance removal, perceptual coders use psychoacoustic models to determine the
masking threshold. At least the estimation for tonal maskers is carried out with an FFT
in most encoders, because the MDCT transform is not well suited for tonal estimation.
The MDCT is a real transformation, so a strong tone at a frequency equal to one of
the basis functions still results in a zero MDCT coefficient when tone and basis function
have a phase difference of π

2 .
Nevertheless, schemes for tonal estimation in the MLT exist, for example [32].
The estimation of noise maskers can be carried out in the MLT domain, like it is

implemented in Ogg Vorbis.
On possible solution for calculating the masking threshold lies in the fact that masking

curves are transmitted with the coded stream, either implicitly, like in the scalefactor
and quantizer choices in MPEG audio coding, or explicitly, like the floor curves in Ogg
Vorbis coded material. Estimating of the new masking curves should be less complicated
with this information.

3.8. MDCT Stream Mixing Strategies

Depending on the stream structures of the two MDCT streams, different mixing strate-
gies can be applied.

3.8.1. Identical Window lengths, no Window Switching

As shown in section 3.2, two audio streams with identical windows can be simply mixed
by adding the scaled transform coefficients block-wise.

3.8.2. Different Window Lengths, no Window Switching

One can either decide to interpolate the stream with longer blocks to get a stream with
block lengths equal to the stream with shorter blocks, or decimate the other stream to the
longer block lengths, or change the window lengths of both streams to an intermediate
length.
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Figure 3.6.: Example of the built in synchronicity of AAC audio streams with short
blocks restricted to groups of eight.

3.8.3. Window Switching on one Stream

The simplest way in this case would be to change both streams to the minimum window
length in both streams, or if the fixed window length is smaller or equal to the short
switched window, adapt the fixed window length stream to match the switched stream.

3.8.4. Window Switching on both Streams

When both streams consist of arbitrary sequences of long and short blocks, it only makes
sense to change both streams to the minimum window lengths. But if we guarantee that
both stream’s windows sequences fullfill certain constraints, an other strategy is possible.
One example of such a constraint stream is a MPEG 2 Advanced Audio Coding stream.
Fig. 3.6 shows that short windows can only appear in groups of eight. This guarantees
that for two streams the long windows are always exactly aligned. For the case that a long
window in one stream meets a short window sequence in the other stream, the mixing
algorithm has to decide if it either decimates the short sequence into a long window or
interpolates a short sequence from the long window and then mixes the streams.

Such streams with always aligned long frames are provided if the short frames only
appear in sequences containing Ml

Ms
short frames.



4. Implementing a Vorbis File Mixer in
MATLAB

The examination of mixing MDCT coded streams in the previous chapter was carried
out with uncoded data. To get insight in the behavior of the developed scheme for coded
material , a mixer for Ogg Vorbis files was programmed in MATLAB.

Scaling
Interpolation/Decimation

Psychacoustic
Model

Scaling

Interpolation/Decimation
Decoding

Decoding
File 1

File 2

Output File
Encoding

Figure 4.1.: Block diagram for the MATLAB Vorbis file mixer.

Figure 4.1 shows a block diagram of the Vorbis file mixer.

4.1. File Mixer Parts

4.1.1. Decoder Part

The decoder part was programmed according to the Vorbis I stream specifications [33].
Unfortunately this document contains some errors prohibiting correct decoding, so that
for some parts of the decoder the C source code of the Vorbis libraries was taken as
reference. The implementation follows the specifications very straightforward with only
a view optimizations. Some aspects of the specifications where ignored, e.g. the granule
positions at the start and end of the streams, indicating the number of samples padded
or truncated.

The steps of the high-level decode process are:

1. Decode Setup

a) Decode the identification header, which contains substantial information about
the stream, like sample rate, bit rate, number of channels.

b) Decode the comment header, it contains user tags, e.g. for title, album or
artist.

c) Decode the Setup header, containing the decode setup information. One
specialty of Ogg Vorbis is the fact that there are no fixed codebooks for the
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lossless compression but the inclusion of the codebooks needed for decoding
within the setup header.

2. Audio block decoding

a) Decode packet type

b) Decode mode number

c) Decode window shape

d) Decode floor

e) Decode residues into residue vectors (this part of the Vorbis I specifications
contain some serious errors)

f) Inverse channel coupling of residue vectors

g) Generate floor curve from decoded floor data

h) Compute dot product of floor and residue, producing the MDCT spectrum
vector

i) Inverse monolithic transform of the MDCT spectrum vector.

j) Overlap/add left hand output of transform with right-hand output of previous
frame

k) Store right hand-data from transform of current frame for future lapping

l) If not first frame, return result of overlap/add as audio result of current frame

For the file mixer, only steps a) to h) of the audio block decoding where computed,
saving the MDCT and floor vectors and additional information about the block as well
as general informations about the stream for later processing.

4.1.2. Scaling and Interpolation/Decimation

Scaling is carried out by simply multiplying the MDCT spectrum with the scaling fac-
tor, and when a window length adjustment is needed, it is followed by the interpola-
tion/decimation with specified parameters for the coefficient threshold and inclusion of
boundary blocks.

4.1.3. Addition

The two block sequences’ MDCT spectra are simply added, and the additional block
information adjusted.

4.1.4. Psychoacoustic model

For the psychoacoustic model the noise masking and absolute threshold of hearing appli-
cation blocks were taken directly from the Ogg Vorbis reference encoder implementation.
The tone masking section was omitted, due to the reason that it would have needed FFT
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spectra to work on. A examination of the masking curves produced by the reference en-
coder implementation showed that although a reasonable part of the processing power is
spent on tone masking, tone masking components hardly show up in the resulting mask-
ing curve, which are to a great extend only defined by the noise masking and an ATH
curve which is floated according to the loudest spectrum line. Unfortunately the main
part of the noise masking algorithm in Ogg Vorbis, the function bark_noise_hybridmp
is completely undocumented and an attempt to get more information via the Ogg Vorbis
development mailing list proved fruitless, since it is neigh to impossible to get answers for
questions regarding deeper insight into the encoding process. So the precise algorithm
of the noise masking process could only be guessed by me.

4.1.5. Encoding

For the encoding, the reference Vorbis library was adapted to accommodate for encoding
of already transformed and psychoacoustically processed audio blocks and is accessed via
an MATLAB MEX C access function.

4.1.6. User Interface

Figure 4.2 shows the user interface for the Vorbis file mixer. It is roughly divided into
two parts, the input files section on the left side and the output file and settings section
on the right side.

4.1.6.1. Input file section

The input file controls for both possible input files are identical. A input file can be chosen
via a ”File open...” dialog accessed by the ”Browse...” button or by directly typing the file
name into the edit box. When the file is a valid Ogg Vorbis file, the basic information
about the contained audio stream are shown below the audio file. With the slider on the
right side of the input file boxes, the wanted level adjustment can be set.

4.1.6.2. Output file and settings section

The output file can be chosen similarly like the input files.
The encoding setting section sets the wanted quality level and blocksize for the output

file.
The Interpolation/Decimation setting section sets the wanted threshold for the calcu-

lation and whether boundary blocks should be included or not.

4.1.6.3. Mixing

After at least one input and the output file have been chosen, the ”Mix->” button gets
enabled, and the file(s) can be processed by clicking it.

At the moment the file mixer allows only for input and output files with a fixed block
length.
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Figure 4.2.: GUI for MATLAB Vorbis file mixer.

4.2. Evaluation

To evaluate the performance of the vorbis file mixer, Ogg Vorbis files with fixed block
lengths were generated. For this, the reference Vorbis libraries were modified, since
normally Ogg Vorbis encodes only window switched streams. This modifications are
highly unoptimized, resulting in higher bitrates than the reference encoder.

For the evaluation only interpolation and decimation of single Vorbis files without
mixing and scaling were carried out, since the processing time within MATLAB was
very high (about 11 Minutes for mixing two files with window changes and scaling on
both files on a AMD Athlon 64 3000+).

The settings for decimation and interpolation were kept at -40dB for the threshold
and the inclusion of boundary blocks as a tradeoff chosen between complexity and signal
degradation.

Settings for the quality were kept constant over one set, i.e. the quality settings for
the input file and the output file were equal.

4.2.1. Vorbis Interpolation

The results for interpolating over all test signals are shown in tables 4.1 to 4.2 and figures
4.3 to 4.4 for different quality settings.

The ODGs of the direct interpolation are nearly the same as the ODGs of files reen-
coded with a complete decoding/encoding cycle, while the resulting bit rates are about
15% higher. This would come from the simpler psychacoustic model implemented for
direct interpolation/decimation, generating lower floor curves due to the absence of tone
masking and the lower floating of the absolute threshold of hearing. A adjustment of the
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psychoacoustic model to get comparable bit rates would most probably lower the ODGs
for direct interpolation a bit.

As a second result it can be seen that every reencoding cycle, independent of the used
scheme, adds further signal degradation, as the ODGs for direct encoded reference files
for the respective target block lengths show in the result tables.

Thirdly the results also show that longer block lengths provide higher coding gain and
lower bitrates.

Table 4.1.: Results for Vorbis interpolation with quality 0.2, threshold -40dB, boundary
blocks included

.
from 2048 1024 512 256

to 1023 511 255 127 511 255 127 255 127 127
ODG -1.13 -0.85 -0.85 -1.00 -0.74 -0.77 -0.95 -0.82 -1.02 -1.05

ref. ODG1 -0.41 -0.50 -0.53 -0.83 -0.50 -0.53 -0.83 -0.53 -0.83 -0.83
ref. ODG2 -1.03 -1.05 -1.00 -1.17 -0.97 -0.94 -1.11 -0.98 -1.16 -1.20

bitrate [kbit/s] 95 108 118 158 107 118 157 118 157 157
ref. bitrate [kbit/s]1 75 83 91 126 83 91 126 91 126 126
ref. bitrate [kbit/s]2 75 83 93 128 84 93 128 93 128 128
1for direct encoded file 2for file encoded with inverse/forward coding
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Figure 4.3.: Results for Vorbis interpolation with settings quality 0.2, threshold -40dB,
include boundary blocks.

4.2.2. Vorbis Decimation

The results for decimating over all test signals are shown in tables 4.3 to 4.4 and figures
4.5 to 4.6 for different quality settings. The results reflect those for interpolating quite
as expected, the only difference being the more serious signal degradation for the cases
128 to 2048 and 256 to 2048.
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Table 4.2.: Results for Vorbis interpolation with quality 5.0, threshold -40dB, boundary
blocks included

.
from 2048 1024 512 256

to 1023 511 255 127 511 255 127 255 127 127
ODG -0.60 -0.36 -0.41 -0.49 -0.28 -0.34 -0.43 -0.41 -0.51 -0.54

ref. ODG1 -0.11 -0.16 -0.26 -0.39 -0.16 -0.26 -0.39 -0.26 -0.39 -0.39
ref. ODG2 -0.43 -0.49 -0.52 -0.59 -0.44 -0.48 -0.54 -0.53 -0.60 -0.64

bitrate [kbit/s] 113 126 141 178 126 141 178 141 177 178
ref. bitrate [kbit/s]1 94 99 114 145 99 114 145 114 145 145
ref. bitrate [kbit/s]2 94 99 114 146 100 114 146 116 147 147
1for direct encoded file 2for file encoded with inverse/forward coding
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Figure 4.4.: Results for Vorbis interpolation with settings quality 0.5, threshold -40dB,
include boundary blocks.

Table 4.3.: Results for Vorbis decimation with quality 0.2, threshold -40dB, boundary
blocks included.

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.22 -1.25 -1.32 -2.50 -0.92 -0.97 -2.54 -0.92 -0.96 -0.91
ref. ODG1 -0.53 -0.50 -0.41 -0.53 -0.50 -0.41 -0.53 -0.41 -0.53 -0.53
ref. ODG2 -1.30 -1.38 -1.36 -1.44 -1.08 -1.06 -1.14 -1.07 -1.15 -1.11

bitrate [kbit/s] 120 109 97 91 109 97 91 96 91 90
ref. bitrate [kbit/s]1 92 83 76 72 83 76 72 76 72 72
ref. bitrate [kbit/s]2 94 84 76 73 84 76 73 75 72 72
1for direct encoded file 2for file encoded with inverse/forward coding
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Figure 4.5.: Results for Vorbis decimation with settings quality 0.2, threshold -40dB,
include boundary blocks.

Table 4.4.: Results for Vorbis decimation with quality 0.5, threshold -40dB, boundary
blocks included.

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.63 -0.64 -0.66 -1.64 -0.51 -0.52 -1.79 -0.37 -0.40 -0.35
ref. ODG1 -0.26 -0.16 -0.11 -0.20 -0.16 -0.11 -0.20 -0.11 -0.20 -0.20
ref. ODG2 -0.66 -0.66 -0.61 -0.69 -0.54 -0.52 -0.58 -0.47 -0.53 -0.47

bitrate [kbit/s] 141 125 112 105 126 112 105 112 106 107
ref. bitrate [kbit/s]1 114 99 94 89 99 94 89 94 89 89
ref. bitrate [kbit/s]2 115 99 93 88 100 93 88 93 88 89
1for direct encoded file 2for file encoded with inverse/forward coding
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Figure 4.6.: Results for Vorbis decimation with settings quality 0.5, threshold -40dB,
include boundary blocks.



5. Conclusions

The target of this thesis was to investigate possibilities to mix perceptual coded audio
streams based on the MDCT. For this, a algorithm for changing the window lengths
of the streams was developed. The direct MDCT interpolation/decimation proved to
be equal to a inverse/forward transformation, but was computationally more complex
than existing fast algorithms for the MDCT. To reduce the complexity small coefficients
and/or source blocks contributing little were ignored in the direct window length change,
resulting in a signal degradation.

Staying in the MDCT domain makes the psychoacoustic analysis for reencoding more
difficult, since a reliable tonal masking estimation is more complicated on MDCT spectra.

As a conclusion it has to be admitted, although a direct window length change within
the MDCT domain is possible, it yields no practicable advantages over a inverse/direct
transform, especially since to get in the vicinity to fast MDCT transform algorithms
regarding computational complexity, signal degradation has to be accepted, and a favor
in latency is only achieved in one special case (see below). Further diminution on the
topic of computational complexity arises from the fact that the MDCT transform itself
normally only takes up a relatively small amount of processing time at the encoding
process in perceptual audio coders (10% in the reference Vorbis encoder implementation,
where the psychoacoustic model alone uses about 40% of the processing time).

On the other hand, due to the validity of superposition for MDCTs with equal block
lengths, when mixing two streams together it is only necessary to adjust only the parts
of one stream where window lengths don’t match in the best case, while all other parts
can be processed within the MDCT domain.

5.1. Low Latency Applications

The latency examination showed that a small favor in terms of latency can only be
realized when no window length change has to be computed for the streams. But since
for a low latency application it would anyway be wise to choose the shortest possible block
length, and to do without window length switching, since that would require extensive
buffering of the input signal for the switching decision (up to 2 seconds in the actual
Vorbis encoder), this would certainly be the case.

5.2. Low Bandwidth Applications

For low bandwidth and low complexity applications (e.g. mixing together several surveil-
lance audio channels) using Ogg Vorbis streams one could use a very simple approach
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and use the same fixed window length on all channels and omit the psychoacoustic model
at the reencoding stage by simply scaling and adding the floors from the partly decoded
streams just like the MDCT spectra.

5.3. Future Work

� Extend the developed algorithms to accommodate for streams with window switch-
ing.

� Incorporate tonal masking into the psychoacoustic model.

� Extend the the processing possibilities in the MDCT domain beyond simple scaling,
e.g. filtering.

� Implement the scheme into a realtime mixer working at realworld audio streams.



A. Test results for all test files

A.1. Test files

Eight different test signal were used. Each signal is of a length of approximately 10
seconds. All test signals were downmixed from stereo sources to mono.

Filename Description
monoBeethovenRef.wav Piano Concert, big classical orchestra

piece
monoGouldRef.wav Bach Goldberg Variations, single pi-

ano
monoStrawinskiRef.wav Le Sacre du Printemps, Igor Strawin-

sky, again big orchestra
monoTrovesiRef.wav only percussion, kettledrum
monoProdigyRef.wav electronic pop piece, lots of noise
monoMalespeechRef.wav two male speakers talking
monoPinknoiseRef.wav pink noise
monoWhitenoiseRef.wav white noise

Table A.1.: Test signals

61
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(c) Interpolating from 2048 to 256
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(d) Interpolating from 2048 to 128
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(f) Interpolating from 1024 to 256

Figure A.1.: Test results for MDCT interpolation
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(g) Interpolating from 1024 to 128
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(h) Interpolating from 512 to 256
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(i) Interpolating from 512 to 128
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(j) Interpolating from 256 to 128

Figure A.1.: Test results for MDCT interpolation (cont.).
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(b) Decimating from 128 to 512
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(c) Decimating from 128 to 1024
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(d) Decimating from 128 to 2048
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(e) Decimating from 256 to 512
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(f) Decimating from 256 to 1024

Figure A.2.: Test results for MDCT decimation.
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(g) Decimating from 256 to 2048
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(h) Decimating from 512 to 1024
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(i) Decimating from 512 to 2048
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(j) Decimating from 1024 to 2048

Figure A.2.: Test results for MDCT decimation (cont.).



A. Test results for all test files 66

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -1.26 -0.79 -0.79 -0.84 -0.85 -0.83 -0.86 -0.92 -0.93 -1.07
ref. ODG1 -0.63 -0.70 -0.76 -0.99 -0.70 -0.76 -0.99 -0.76 -0.99 -0.99
ref. ODG2 -1.14 -1.07 -1.05 -1.15 -1.15 -1.08 -1.23 -1.15 -1.26 -1.41

bitrate [kbit/s] 97 108 118 151 107 117 150 117 150 150
ref. bitrate [kbit/s]1 76 82 89 120 82 89 120 89 120 120
ref. bitrate [kbit/s]2 76 83 92 123 84 92 123 92 123 123
1for direct encoded file 2for file encoded with inverse/forward coding

(a) Test file monoBeethovenRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -1.26 -0.55 -0.59 -0.72 -0.67 -0.66 -0.77 -0.74 -0.85 -0.85
ref. ODG1 -0.27 -0.43 -0.53 -0.75 -0.43 -0.53 -0.75 -0.53 -0.75 -0.75
ref. ODG2 -0.71 -0.77 -0.76 -1.01 -0.86 -0.88 -1.03 -0.92 -1.08 -1.13

bitrate [kbit/s] 87 99 108 149 99 108 149 107 149 149
ref. bitrate [kbit/s]1 70 78 86 123 78 86 123 86 123 123
ref. bitrate [kbit/s]2 70 78 86 123 78 86 123 86 123 123
1for direct encoded file 2for file encoded with inverse/forward coding

(b) Test file monoGouldRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -1.03 -0.93 -0.90 -1.15 -0.98 -0.97 -1.22 -0.99 -1.33 -1.27
ref. ODG1 -0.56 -0.67 -0.59 -0.95 -0.67 -0.59 -0.95 -0.59 -0.95 -0.95
ref. ODG2 -1.15 -1.15 -1.09 -1.33 -1.26 -1.14 -1.37 -1.22 -1.47 -1.42

bitrate [kbit/s] 104 117 128 177 116 128 176 127 176 176
ref. bitrate [kbit/s]1 81 87 98 141 87 98 141 98 141 141
ref. bitrate [kbit/s]2 81 88 100 142 88 99 142 99 142 142
1for direct encoded file 2for file encoded with inverse/forward coding

(c) Test file monoGouldRef.wav

Table A.2.: Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks in-
cluded
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from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -1.35 -1.24 -1.30 -1.54 -0.49 -0.66 -1.03 -0.62 -1.16 -1.18
ref. ODG1 -0.24 -0.18 -0.25 -0.71 -0.18 -0.25 -0.71 -0.25 -0.71 -0.71
ref. ODG2 -1.32 -1.30 -1.19 -1.37 -0.59 -0.58 -0.80 -0.54 -0.83 -0.85

bitrate [kbit/s] 101 118 130 169 118 129 168 130 168 168
ref. bitrate [kbit/s]1 83 95 104 136 95 104 136 104 136 136
ref. bitrate [kbit/s]2 82 93 104 136 94 104 136 105 137 138
1for direct encoded file 2for file encoded with inverse/forward coding

(d) Test file monoTrovesiRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.92 -0.74 -0.65 -0.55 -0.55 -0.51 -0.46 -0.54 -0.49 -0.45
ref. ODG1 -0.33 -0.39 -0.29 -0.37 -0.39 -0.29 -0.37 -0.29 -0.37 -0.37
ref. ODG2 -0.90 -0.86 -0.70 -0.61 -0.73 -0.61 -0.57 -0.64 -0.56 -0.55

bitrate [kbit/s] 95 109 122 161 109 121 160 122 160 160
ref. bitrate [kbit/s]1 74 81 90 125 81 90 125 90 125 125
ref. bitrate [kbit/s]2 75 83 95 129 83 94 129 95 129 130
1for direct encoded file 2for file encoded with inverse/forward coding

(e) Test file monoTrovesiRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.95 -0.87 -0.88 -1.23 -0.88 -0.96 -1.33 -1.10 -1.38 -1.46
ref. ODG1 -0.46 -0.64 -0.78 -1.21 -0.64 -0.78 -1.21 -0.78 -1.21 -1.21
ref. ODG2 -0.99 -1.16 -1.19 -1.53 -1.24 -1.34 -1.68 -1.38 -1.78 -1.81

bitrate [kbit/s] 84 95 104 139 95 104 139 104 139 139
ref. bitrate [kbit/s]1 67 73 80 111 73 80 111 80 111 111
ref. bitrate [kbit/s]2 67 74 82 112 74 81 112 82 112 113
1for direct encoded file 2for file encoded with inverse/forward coding

(f) Test file monoTrovesiRef.wav

Table A.2.: Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks in-
cluded (cont.).
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from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.61 -0.26 -0.35 -0.34 -0.30 -0.35 -0.35 -0.44 -0.41 -0.50
ref. ODG1 -0.11 -0.21 -0.36 -0.43 -0.21 -0.36 -0.43 -0.36 -0.43 -0.43
ref. ODG2 -0.33 -0.39 -0.45 -0.49 -0.40 -0.47 -0.49 -0.54 -0.55 -0.63

bitrate [kbit/s] 119 130 143 173 130 143 173 143 172 172
ref. bitrate [kbit/s]1 100 101 114 140 101 114 140 114 140 140
ref. bitrate [kbit/s]2 100 102 115 142 103 115 141 116 143 143
1for direct encoded file 2for file encoded with inverse/forward coding

(a) Test file monoBeethovenRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.91 -0.18 -0.29 -0.37 -0.25 -0.35 -0.41 -0.43 -0.49 -0.54
ref. ODG1 -0.01 -0.07 -0.27 -0.40 -0.07 -0.27 -0.40 -0.27 -0.40 -0.40
ref. ODG2 -0.24 -0.30 -0.43 -0.54 -0.40 -0.51 -0.61 -0.55 -0.62 -0.74

bitrate [kbit/s] 105 116 130 167 115 130 167 130 166 166
ref. bitrate [kbit/s]1 87 94 108 138 94 108 138 108 138 138
ref. bitrate [kbit/s]2 87 94 109 140 94 108 140 109 140 140
1for direct encoded file 2for file encoded with inverse/forward coding

(b) Test file monoGouldRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.51 -0.44 -0.46 -0.52 -0.47 -0.48 -0.51 -0.57 -0.64 -0.62
ref. ODG1 -0.27 -0.32 -0.35 -0.40 -0.32 -0.35 -0.40 -0.35 -0.40 -0.40
ref. ODG2 -0.57 -0.63 -0.65 -0.67 -0.66 -0.67 -0.70 -0.72 -0.79 -0.78

bitrate [kbit/s] 119 133 152 195 133 152 194 150 193 193
ref. bitrate [kbit/s]1 97 102 120 158 102 120 158 120 158 158
ref. bitrate [kbit/s]2 97 103 121 160 103 120 159 121 160 161
1for direct encoded file 2for file encoded with inverse/forward coding

(c) Test file monoStrawinskiRef.wav

Table A.3.: Vorbis Interpolation for quality 0.5, threshold -40dB, boundary blocks in-
cluded.
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from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.78 -0.69 -0.68 -0.85 -0.18 -0.23 -0.47 -0.24 -0.53 -0.51
ref. ODG1 -0.08 -0.08 -0.13 -0.40 -0.08 -0.13 -0.40 -0.13 -0.40 -0.40
ref. ODG2 -0.70 -0.74 -0.71 -0.79 -0.32 -0.33 -0.43 -0.34 -0.47 -0.51

bitrate [kbit/s] 119 137 151 191 138 151 191 152 191 192
ref. bitrate [kbit/s]1 103 109 126 157 109 126 157 126 157 157
ref. bitrate [kbit/s]2 103 109 125 157 109 126 158 127 159 160
1for direct encoded file 2for file encoded with inverse/forward coding

(d) Test file monoTrovesiRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.35 -0.25 -0.25 -0.27 -0.16 -0.20 -0.21 -0.20 -0.22 -0.19
ref. ODG1 -0.09 -0.09 -0.09 -0.11 -0.09 -0.09 -0.11 -0.09 -0.11 -0.11
ref. ODG2 -0.34 -0.33 -0.30 -0.30 -0.28 -0.26 -0.26 -0.26 -0.25 -0.26

bitrate [kbit/s] 115 129 146 184 130 146 184 146 183 184
ref. bitrate [kbit/s]1 93 98 114 145 98 114 145 114 145 145
ref. bitrate [kbit/s]2 93 99 115 147 99 115 147 117 148 149
1for direct encoded file 2for file encoded with inverse/forward coding

(e) Test file monoProdigyRef.wav

from 2048 1024 512 256
to 1024 512 256 128 512 256 128 256 128 128

ODG -0.42 -0.34 -0.42 -0.62 -0.35 -0.45 -0.65 -0.57 -0.79 -0.85
ref. ODG1 -0.12 -0.21 -0.35 -0.59 -0.21 -0.35 -0.59 -0.35 -0.59 -0.59
ref. ODG2 -0.43 -0.56 -0.60 -0.74 -0.57 -0.64 -0.78 -0.75 -0.91 -0.91

bitrate [kbit/s] 100 111 125 158 111 125 158 125 157 158
ref. bitrate [kbit/s]1 83 89 102 129 89 102 129 102 129 129
ref. bitrate [kbit/s]2 83 89 102 130 89 102 130 103 130 131
1for direct encoded file 2for file encoded with inverse/forward coding

(f) Test file monoMalespeechRef.wav

Table A.3.: Vorbis Interpolation for quality 0.5, threshold -40dB, boundary blocks in-
cluded (cont.).
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from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.38 -1.42 -1.46 -2.75 -1.11 -1.15 -2.85 -1.21 -1.08 -1.10
ref. ODG1 -0.76 -0.70 -0.63 -0.47 -0.70 -0.63 -0.47 -0.63 -0.47 -0.47
ref. ODG2 -1.58 -1.67 -1.62 -1.60 -1.43 -1.41 -1.29 -1.50 -1.39 -1.45

bitrate [kbit/s] 119 109 98 93 109 98 94 98 95 94
ref. bitrate [kbit/s]1 90 82 76 74 82 76 74 76 74 74
ref. bitrate [kbit/s]2 93 83 77 75 83 77 75 76 74 74
1for direct encoded file 2for file encoded with inverse/forward coding

(a) Test file monoBeethovenRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.01 -1.06 -1.10 -2.64 -0.86 -0.89 -2.69 -0.81 -0.90 -0.99
ref. ODG1 -0.53 -0.43 -0.27 -0.17 -0.43 -0.27 -0.17 -0.27 -0.17 -0.17
ref. ODG2 -1.19 -1.21 -1.23 -1.17 -1.02 -0.99 -0.98 -0.97 -0.89 -0.85

bitrate [kbit/s] 110 102 91 84 101 90 84 89 84 83
ref. bitrate [kbit/s]1 86 78 71 66 78 71 66 71 66 66
ref. bitrate [kbit/s]2 87 78 72 67 78 71 67 70 66 65
1for direct encoded file 2for file encoded with inverse/forward coding

(b) Test file monoGouldRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.48 -1.49 -1.62 -2.65 -1.04 -1.19 -2.38 -1.10 -1.08 -0.98
ref. ODG1 -0.59 -0.67 -0.56 -0.50 -0.67 -0.56 -0.50 -0.56 -0.50 -0.50
ref. ODG2 -1.45 -1.65 -1.60 -1.54 -1.30 -1.23 -1.19 -1.32 -1.22 -1.19

bitrate [kbit/s] 129 117 105 99 117 105 99 104 99 98
ref. bitrate [kbit/s]1 99 88 82 77 88 82 77 82 77 77
ref. bitrate [kbit/s]2 100 89 82 78 88 81 77 80 77 77
1for direct encoded file 2for file encoded with inverse/forward coding

(c) Test file monoStrawinskiRef.wav

Table A.4.: Vorbis Decimation for quality 0.2, threshold -40dB, boundary blocks in-
cluded.
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from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.26 -1.24 -1.28 -2.19 -0.70 -0.66 -2.08 -0.56 -0.93 -0.86
ref. ODG1 -0.25 -0.18 -0.24 -1.07 -0.18 -0.24 -1.07 -0.24 -1.07 -1.07
ref. ODG2 -0.96 -1.03 -1.04 -1.63 -0.59 -0.62 -1.31 -0.61 -1.36 -1.33

bitrate [kbit/s] 132 120 104 95 120 104 96 104 96 95
ref. bitrate [kbit/s]1 105 95 84 79 95 84 79 84 79 79
ref. bitrate [kbit/s]2 106 95 83 80 95 83 79 82 79 79
1for direct encoded file 2for file encoded with inverse/forward coding

(d) Test file monoTrovesiRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.59 -0.68 -0.74 -1.98 -0.59 -0.65 -2.43 -0.68 -0.67 -0.68
ref. ODG1 -0.29 -0.39 -0.33 -0.54 -0.39 -0.33 -0.54 -0.33 -0.54 -0.54
ref. ODG2 -0.68 -0.81 -0.84 -0.97 -0.71 -0.76 -0.86 -0.78 -0.95 -0.90

bitrate [kbit/s] 124 111 97 91 110 97 91 96 91 90
ref. bitrate [kbit/s]1 91 82 75 72 82 75 72 75 72 72
ref. bitrate [kbit/s]2 96 85 77 74 84 76 73 75 72 72
1for direct encoded file 2for file encoded with inverse/forward coding

(e) Test file monoProdigyRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -1.62 -1.62 -1.74 -2.82 -1.22 -1.26 -2.78 -1.13 -1.11 -0.84
ref. ODG1 -0.78 -0.64 -0.46 -0.40 -0.64 -0.46 -0.40 -0.46 -0.40 -0.40
ref. ODG2 -1.91 -1.91 -1.86 -1.71 -1.46 -1.38 -1.22 -1.27 -1.11 -0.93

bitrate [kbit/s] 106 96 86 81 97 86 82 85 81 81
ref. bitrate [kbit/s]1 81 74 68 65 74 68 65 68 65 65
ref. bitrate [kbit/s]2 82 74 68 65 74 68 66 67 65 65
1for direct encoded file 2for file encoded with inverse/forward coding

(f) Test file monoMalespeechRef.wav

Table A.4.: Vorbis Interpolation for quality 0.2, threshold -40dB, boundary blocks in-
cluded (cont.).
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from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.60 -0.61 -0.60 -1.68 -0.53 -0.53 -1.95 -0.41 -0.34 -0.30
ref. ODG1 -0.36 -0.21 -0.11 -0.08 -0.21 -0.11 -0.08 -0.11 -0.08 -0.08
ref. ODG2 -0.70 -0.69 -0.60 -0.62 -0.60 -0.55 -0.55 -0.50 -0.49 -0.41

bitrate [kbit/s] 142 128 117 111 129 118 113 119 114 115
ref. bitrate [kbit/s]1 114 102 100 97 102 100 97 100 97 97
ref. bitrate [kbit/s]2 115 100 97 93 102 99 95 100 95 96
1for direct encoded file 2for file encoded with inverse/forward coding

(a) Test file monoBeethovenRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.67 -0.64 -0.65 -2.35 -0.63 -0.57 -2.59 -0.31 -0.46 -0.41
ref. ODG1 -0.27 -0.07 -0.01 0.06 -0.07 -0.01 0.06 -0.01 0.06 0.06
ref. ODG2 -0.74 -0.69 -0.65 -0.62 -0.59 -0.55 -0.49 -0.42 -0.34 -0.29

bitrate [kbit/s] 130 115 105 98 116 105 98 105 98 98
ref. bitrate [kbit/s]1 108 94 88 82 94 88 82 88 82 82
ref. bitrate [kbit/s]2 109 94 86 81 94 87 81 87 81 81
1for direct encoded file 2for file encoded with inverse/forward coding

(b) Test file monoGouldRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.74 -0.80 -0.91 -1.91 -0.63 -0.76 -1.88 -0.59 -0.56 -0.42
ref. ODG1 -0.35 -0.32 -0.27 -0.21 -0.32 -0.27 -0.21 -0.27 -0.21 -0.21
ref. ODG2 -0.74 -0.84 -0.76 -0.77 -0.72 -0.73 -0.69 -0.71 -0.68 -0.57

bitrate [kbit/s] 151 132 118 112 132 118 111 118 111 113
ref. bitrate [kbit/s]1 120 103 97 92 103 97 92 97 92 92
ref. bitrate [kbit/s]2 121 103 96 91 103 96 91 96 91 91
1for direct encoded file 2for file encoded with inverse/forward coding

(c) Test file monoStrawinskiRef.wav

Table A.5.: Vorbis Decimation for quality 0.5, threshold -40dB, boundary blocks in-
cluded.
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from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.78 -0.77 -0.73 -1.37 -0.49 -0.44 -1.24 -0.28 -0.45 -0.44
ref. ODG1 -0.13 -0.08 -0.08 -0.62 -0.08 -0.08 -0.62 -0.08 -0.62 -0.62
ref. ODG2 -0.53 -0.55 -0.52 -1.01 -0.36 -0.35 -0.81 -0.34 -0.80 -0.80

bitrate [kbit/s] 151 136 118 110 138 118 110 117 109 112
ref. bitrate [kbit/s]1 126 110 103 98 110 103 98 103 98 98
ref. bitrate [kbit/s]2 127 110 102 97 110 102 96 102 96 97
1for direct encoded file 2for file encoded with inverse/forward coding

(d) Test file monoTrovesiRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.19 -0.18 -0.21 -0.81 -0.18 -0.20 -1.16 -0.17 -0.17 -0.19
ref. ODG1 -0.09 -0.09 -0.09 -0.21 -0.09 -0.09 -0.21 -0.09 -0.21 -0.21
ref. ODG2 -0.26 -0.27 -0.28 -0.34 -0.27 -0.29 -0.34 -0.29 -0.34 -0.32

bitrate [kbit/s] 147 130 115 108 130 115 108 114 108 109
ref. bitrate [kbit/s]1 115 99 93 89 99 93 89 93 89 89
ref. bitrate [kbit/s]2 117 100 94 90 100 94 90 93 89 89
1for direct encoded file 2for file encoded with inverse/forward coding

(e) Test file monoProdigyRef.wav

from 128 256 512 1024
to 256 512 1024 2048 512 1024 2048 1024 2048 2048

ODG -0.82 -0.83 -0.85 -1.70 -0.60 -0.65 -1.95 -0.46 -0.41 -0.32
ref. ODG1 -0.35 -0.21 -0.12 -0.15 -0.21 -0.12 -0.15 -0.12 -0.15 -0.15
ref. ODG2 -0.96 -0.95 -0.85 -0.77 -0.73 -0.67 -0.58 -0.59 -0.51 -0.42

bitrate [kbit/s] 125 111 99 93 111 99 93 99 93 94
ref. bitrate [kbit/s]1 102 89 84 79 89 84 79 84 79 79
ref. bitrate [kbit/s]2 103 89 83 78 89 83 78 83 78 79
1for direct encoded file 2for file encoded with inverse/forward coding

(f) Test file monoMalespeechRef.wav

Table A.5.: Vorbis Decimation for quality 0.5, threshold -40dB, boundary blocks included
(cont.).



B. Ogg Vorbis license

Copyright (c) 2002-2004 Xiph.org Foundation

Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions
are met:

- Redistributions of source code must retain the above copyright
notice, this list of conditions and the following disclaimer.

- Redistributions in binary form must reproduce the above copyright
notice, this list of conditions and the following disclaimer in the
documentation and/or other materials provided with the distribution.

- Neither the name of the Xiph.org Foundation nor the names of its
contributors may be used to endorse or promote products derived from
this software without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS
‘‘AS IS’’ AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR
A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE FOUNDATION
OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL,
SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT
LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE,
DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE
OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

74



Bibliography

[1] Ogg Vorbis Homepage http://www.vorbis.com.

[2] Ted Painter and Spanias Andreas. Perceptual Coding of Digital Audio. Proceedings
of the IEEE, 88(4):451–512, April 2000.

[3] E. Zwicker and H. Fastl. Psychoacoustics: Facts and Models. Number 22 in Springer
series in information sciences. Springer, 1999.

[4] ISO/IEC 11172-3 Information Technology – Coding of Moving Pictures and Asso-
ciated audio for Digital Storage Media at up to about 1,5 Mbit/s – Part 3: Audio,
1993.

[5] Henrique S. Malvar. Signal Processing with Lapped Transforms. Artech House, 1992.

[6] Marina Bosi. Filter Banks in Perceptual Audio Coding. In von Recklinghausen [34],
pages 125–136.

[7] John P. Princen and Alan Bernard Bradley. Analysis/Synthesis Filter Bank Design
Based on Time Domain Aliasing Cancellation. IEEE Transactions on Speech and
Audio Processing, ASSP-34(5):1153–1161, October 1986.

[8] Ye Wnag, Leonid Yaroslavsky, Miikka Vilermo, and Väänänen. Some Peculiar
Properties of the MDCT. In 5th International Conference on Signal Processing Pro-
ceedings, 2000. WCCC-ICSP 2000, Beijing, China, volume 1, pages 61–64. IEEE,
August 2000.

[9] Seymour Shlien. The Modulated Lapped Transform, Its Time-Varying Forms, and
its Applications to Audio Coding Standards. IEEE Transactions on Speech and
Audio Processing, 5(4):359–366, July 1997.

[10] Jürgen Herre and James D. Johnston. Enhancing the Performance of Perceptual
Audio Coders by Using Temporal Noise Shaping (TNS). In 101st AES Convention,
Los Angeles , CA, USA. Audio Engineering Society, November 1996.

[11] Oliver Riuol and Martin Vetterli. Wavelets and Signal Processing. IEEE Signal
Processing Magazine, 8(4):14–38, October 1991.

[12] Richard A. Haddad and Thomas W. PArsons. Linear Prediction and Levinson
Recursion, pages 582–592. Computer Science Press, 1991.

75



Bibliography 76
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